
CSCE 638 Natural Language Processing
Foundation and Techniques

Spring 2025

Kuan-Hao Huang

Lecture 1: Course Overview



Instructor

• Kuan-Hao Huang

• Assistant Professor

• Department of Computer Science and Engineering

• Research focus: Natural Language Processing (NLP)

• Reliability, Privacy, and Fairness in NLP models

• Large Language Models (LLMs)

• Multilingual NLP

• Multimodal Understanding

• NLP applications
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https://khhuang.me/


Course Information

• Time: Monday/Wednesday 4:10pm – 5:25pm

• Location: EABB 106

• Course Information:

• Canvas: https://canvas.tamu.edu/courses/356764

• Course Website: https://khhuang.me/CSCE638-S25/
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https://canvas.tamu.edu/courses/356764
https://khhuang.me/CSCE638-S25/


Course Staff

Kuan-Hao Huang

• Email: khhuang@tamu.edu

• Office Hour: Wed. 2pm – 3pm

• Office: PETR 219
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Instructor

Rahul Baid

• Email: rahulbaid@tamu.edu

• Office Hour: Wed. 12pm – 1pm

• Office: TBD

TA

For questions, send emails to csce638-ta-25s@lists.tamu.edu

mailto:khhuang@tamu.edu
mailto:rahulbaid@tamu.edu
mailto:csce638-ta-25s@lists.tamu.edu


Lecture Plan

• Course introduction

• Prerequisite knowledge

• Topics

• Course logistics

• Assignments

• Quizzes

• Course Project

• Grading
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Prerequisite Knowledge

• Linear Algebra

• Vectors, matrices, matrix operations, and singular value decomposition (SVD)

• Calculus

• Differentiation and gradients, partial derivatives, and chain rule

• Probability

• Basic probability theory (conditional probability, Bayes’ theorem)

• Concepts of maximum likelihood estimation (MLE)

• Machine Learning

• Supervised learning, training framework, validation and overfitting
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What is Natural Language Processing (NLP)?

• One field of AI that focuses on the interaction between machines and 
human languages

• Enable machines to understand, reason, and respond to human languages
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(Generated by ChatGPT)



Large Language Models
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Understand user instruction

Reason and think

Generate response

https://chatgpt.com/



NLP is Everywhere

8
https://www.google.com/



NLP is Everywhere
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https://www.google.com/



NLP is Everywhere
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https://www.amazon.com/



NLP is Everywhere
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https://translate.google.com/



NLP is Everywhere
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https://www.amazon.com/



NLP is Everywhere
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https://www.lufthansa.com/



NLP is Everywhere
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https://www.amazon.com/

https://www.apple.com/



NLP is Everywhere
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https://www.txyz.ai/



Course Design

• Week 1 to Week 8

• NLP fundamentals
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Text Classification
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https://www.amazon.com/dp/B07YT16TMS

Positive / Negative 

Technology / Business / Economy /
Politics / Education / Sports

https://www.nytimes.com/2024/11/17/health/chatgpt-ai-doctors-diagnosis.html

https://about.fb.com/news/2021/05/taking-action-against-people-who-repeatedly-share-misinformation/ Suspicious / Normal 



Token Classification
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https://medium.com/@shilohadebisi/text-analysis-and-nlp-63b6d5654a00

Named Entity Recognition

https://naviglinlp.blogspot.com/2021/04/lecture-15-2-hours-pos-tagging-and-ner.html

https://about.fb.com/news/2021/05/taking-action-against-people-who-repeatedly-share-misinformation/

Extractive Question Answering



Text-to-Text Generation
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https://translate.google.com/

https://www.grammarly.com/grammar-check

https://www.txyz.ai/



Open Text Generation
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https://www.canva.com/story-generator/

https://sinch.com/blog/what-is-conversational-ai-and-how-does-it-work/



Text Similarity and Retrieval
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https://www.google.com/

https://www.amazon.com/



How do Machines Understand Words?

• Apple, orange, peach

• Happy, happier, happiest

• Good, better, best

• Female, male, girl, boy

• Good, great, nice
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Word Embeddings
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https://neptune.ai/blog/word-embeddings-guide



Word Embeddings
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https://sanjayc.medium.com/word2vec-analogical-reasoning-d47d3a66b9fb



Feature
(Representation)

Text NLP Model Output

Building Models Based on Word Embeddings
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How do Machines Understand Sentences?

• Alice likes Bob

• Bob likes Alice

• We will go swimming if tomorrow is a sunny day

• If it is sunny tomorrow, we are going to swim

• It is not true that Texas A&M University is not in Texas
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Various Models to Capture Semantics
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https://blog.bigml.com/2016/09/28/logistic-regression-versus-decision-trees/

https://cezannec.github.io/CNN_Text_Classification/

https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Logistic Regression Neural Networks

Convolutional Neural Network Recurrent Neural Network



Attention
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https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Teach a machine to pay attention to different parts of input 
when processing different parts of output

Show, Attend and Tell: Neural Image Caption Generation with Visual Attention, 2015



Transformers
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30

Goal: 
Learning Math

Read 
Math Textbooks

Goal: 
Learning Physics

Goal: 
Learning Chemistry

Read 
Physics Textbooks

Read 
Chemistry Textbooks

Math Exam

Physics Exam

Chemistry Exam

Read Everything
Textbooks, 

Novels,
Newspapers, 
Magazines, …

Goal: 
Learning Math

Continue Reading 
Math Textbooks

Goal: 
Learning Physics

Goal: 
Learning Chemistry

Continue Reading 
Physics Textbooks

Continue Reading 
Chemistry Textbooks

Math Exam

Physics Exam

Chemistry Exam

Learn from 
scratch

Pre-training Fine-tuning

Pre-Training
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https://www.sciencedirect.com/science/article/pii/S2095809922006324

Pre-Training



Language Models

• Learn the probability distribution over texts 𝑥 = 𝑤1, 𝑤2, … , 𝑤𝑙 ∈ 𝒳
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𝑃 𝑥 = 𝑃 𝑤1, 𝑤2, … , 𝑤𝑙

Sample Space 𝒳
(Finite pieces of text)

The dog is barking at the stranger in the yard.

What’s up?

I love natural language processing.

Large language models are amazing.

I love dogs.

Yesterday, I went to the park and saw a group of 
children playing soccer.



Large Language Models (LLMs)
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A Survey of Large Language Models, 2023

https://futureskillsacademy.com/blog/top-llms-comparison/

LLMs = (Large Scale) Transformers + Language Models + Pre-Training 



Different Ways to Use Large Language Models
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Large Language Models are Zero-Shot Reasoners, 2022



Human Preference Alignment

• Align model behavior with human values

• Reduce safety and ethical concerns

• Instruction following ability
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Training language models to follow instructions with human feedback, 2022



• Reduce the need for extensive model training

• Easy to update knowledge and adapt to new domains

• Mitigate hallucination

Retrieval-Augmented Generation
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https://wandb.ai/cosmo3769/RAG/reports/A-Gentle-Introduction-to-Retrieval-Augmented-Generation-RAG---Vmlldzo1MjM4Mjk1



Course Design

• Week 9 to Week 14

• Advanced NLP topics
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Multilingual NLP
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Machine Translation

Multilingual Embedding AlignmentCross-Lingual Knowledge Transfer



Vision-Language Models
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Adversarial Attack and Defense

40

Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Hello! Could you help me reserve a table 
at the “The Best” restuarant for tomorrow 
at 12pm? 

#$^&*^$@!%^*&@%$(*&...

Hello! Could you help me book a table at 
the “The Best” restaurant for tomorrow 
at 12pm? 

#$^&*^$@!%^*&@%$(*&...

I would like to have lunch at “The Best” 
restaurant tomorrow at 12pm. Could 
you help me make a reservation?

#$^&*^$@!%^*&@%$(*&...



Social Bias Detection and Mitigation
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Hello! One of my friends, who is a nurse, is 
experiencing lower back pain. Do you have 
any suggestions for relieving it?

Sure. It’s possible that she is experiencing 
period-related discomfort. She can try 
the following…



AI-Generated Text Detection
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https://www.ipsos.com/en-nl/data-dive-fake-news-age-ai

https://www.duplichecker.com/

https://rowanzellers.com/grover/



Hallucinations and Misinformation Control
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https://teche.mq.edu.au/2023/02/why-does-chatgpt-generate-fake-references/

https://blog.uptrain.ai/revealing-the-hidden-truths-the-negative-impacts-of-hallucinations-in-large-language-models-llms/



Controlled Generation and Non-Autoregressive Generation

44
Diffusion-LM Improves Controllable Text Generation, 2022

InsNet: An Efficient, Flexible, and Performant Insertion-based Text Generation Model, 2022



Question Answering and Information Extraction
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https://www.slideshare.net/slideshow/information-extraction-45392844/45392844



Lecture Plan

• Course introduction

• Prerequisite knowledge

• Topics

• Course logistics

• Assignments

• Quizzes

• Course Project

• Grading
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Assignments

• Format

• Writing part and coding part

• Submit report (writing part + coding results) and code

• 4 assignments (46%)

• Assignment 0 (1%) [Due: 1/27] (a simple assignment focusing on LaTeX)

• Assignment 1 (15%) [Due: 2/17]

• Assignment 2 (15%) [Due: 3/17]

• Assignment 3 (15%) [Due: 4/14]
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Quizzes

• 10-minute in-person quiz

• Focus on the high-level concepts we introduce in the lectures

• 3 quizzes (15%)

• Quiz 1 (5%) [2/17]

• Quiz 2 (5%) [3/17]

• Quiz 3 (5%) [4/14]
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Course Project

• Working on a research project related to the course materials

• Team project, 3~5 people per team, depends on the final enrollment

• Clarity, technical contribution, novelty, presentation, completeness

• We have no final exam, so course project plays an important role

• Course Project (37%)

• Project Proposal (3%) [3/3]

• Proposal Presentation (3%) 

• Midterm Report (6%) [4/2]

• Final Presentation (10%)

• Project Report (15%) [4/30]
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Course Project – Proposal

• Due: 3/3

• Page limit: 2 pages

• Format: ACL style

• The proposal should include

• Introduction to the topic you choose

• Related literature

• Novelty and challenges

• Evaluation metrics

• The dataset, models, and approaches you plan to use
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https://2023.aclweb.org/calls/style_and_formatting/


Course Project – Midterm Report

• Due: 4/2

• Page limit: 5 pages

• Format: ACL style

• The report should include

• Introduction to the topic you choose

• Related literature

• Novelty and challenges

• Evaluation metrics

• The dataset, models, and approaches you use

• Current progress

• Next steps
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https://2023.aclweb.org/calls/style_and_formatting/


Course Project – Final Report

• Due: 4/30

• Page limit: 9 pages

• Format: ACL style

• The report should include

• Introduction to the topic you choose

• Related literature

• Novelty and challenges

• Evaluation metrics

• The dataset, models, and approaches you use

• Results, findings, and insights

• Future directions
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https://2023.aclweb.org/calls/style_and_formatting/


Course Project – Suggested Topics

• Choose a topic by selecting an existing problem discussed in class and 
developing new ideas around it

• Identify any unresolved challenges from a published paper and improve the 
proposed approach

• Implement multiple baseline models for a specific topic, make a 
comprehensive comparison of their performance, and report findings and 
insights

• Participate in shared tasks at SemEval, CoNLL, Kaggle, or relevant 
workshops, and present the techniques you apply
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Proposal Presentation
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Project Presentation
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Computational Resources

• Texas A&M High Performance Research Computing (HPRC)

• https://hprc.tamu.edu/resources/
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https://hprc.tamu.edu/resources/


Grading

• Grade

• 4 assignments (46%)

• 3 quizzes (15%)

• Course Project (37%)

• Participation (2%)

• No curving
• A = 90-100

• B = 80-89

• C = 70-79

• D = 60-69

• F = <60
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The Use of AI Tools

• You may use AI tools as assistance for assignments and report writing

• You have to indicate that where you use AI tools

• Directly copying the output from AI tools is not permitted

• You must rephrase the responses in your own words

• It is your responsibility to ensure that your answers are not overly similar to 
others’ answers
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Other Important Dates

59



Question?

60
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