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Textbook and Readings (Optional)

- Speech and Language Processing (3rd ed. draft)

- Dan Jurafsky and James H. Martin
« https://web.stanford.edu/~jurafsky/slp3/

Week Date Topic Readings
Wi1 1/13 L1 Course Overview [slides]
1/15 L2 Text Classification [slides] Logistic Regression

Neural Networks

Note


https://web.stanford.edu/~jurafsky/slp3/

Lecture Plan

Formulation of Text Classification

Bag-of-Words (Bow) and N-Grams

Logistic Regression
Neural Networks



Sentiment Analysis

Amazon Basics Replacement Water Filters for
Pitchers, Compatible with Brita Water Pitchers &
Drinking Water Filter Systems, BPA-Free, WQA &
NSF Certified, Made in Europe, 6 Month Filter
Supply, 3-Pack

Visit the Amazon Basics Store
4.6 *dkhod v 34,435

20K+ bought in past month

G

$9 255 (s418/ couny
prime
FREE Returns v

Thank you for being a Prime Member. Pay $32:55 $0.00 for this order; get a
$200 Amazon Gift Card upon approval for the Amazon Business Prime Card.
Terms apply. Learn more

Size: 3 Count (Pack of 1)

SmartBuyG
martBuyGuy LinD

Reviewed in the United States on October 10, 2024
Size: 3 Count (Pack of 1)  Verified Purchase

Reviewed in the United States on November 9, 2024

Size: 1 Count = Verified Purchase
I recently switched to the Amazon Basics Replacement Water Filters for my Brita pitcher, and the

difference has been astonishing. Initially, | was apprehensive about using a generic brand, but | can
confidently say these filters deliver outstanding performance comparable to the leading brands.

The pitcher comes in three parts, the pitcher, the reservoir, the lid.
Take the reservoir out of the pitcher.

Put filter into the hole made for it.

Put water into reservoir.

Watch the water come out the bottom of the filter.

Watch just as much water come out around the outside of the filter

The first thing | noticed was the taste of my water. The multi-stage filtration technology effectively
removes contaminants, leaving my water crisp and fresh. | used to taste chlorine in my tap water,
but that's now a distant memory. It's a pleasure to drink water again!

Installation was seamless. The filters fit perfectly into my Brita pitcher, and | had no issues setting No amount of pushing, rearranging, twisting will get the filter, Brita or other, to seat well enough not to leak.
them up. | appreciate the clear instructions that come with the product, making the process hassle-

free. Additionally, each filter lasts up to 40 gallons or about two months, making them a cost- Explains why | keep getting a green film on the bottom of the pitcher every few months while Brita brand
effective choice for my household. pitcher hasn't done that in the years I've had it.

| also love the eco-friendly aspect of these filters. Knowing that one filter replaces 300 single-use To be honest, | didn't notice it leaking when new. But I've just cleaned out the third batch of green stuff in six
plastic bottles gives me a sense of satisfaction. Not only am | saving money, but I'm also months. Bleached it the second time. Third time, | noticed the severe leakage. Done with it. Doesn't save money
contributing to reducing plastic waste—something we all need to consider in today's world. to buy a less expensive pitcher | have to replace more often.

Positive Negative

https://www.amazon.com/dp/BO7YT16TMS



Topic Classification

A.l Chatbots Defeated Doctors at
Diagnosing Iliness Technology

A small study found ChatGPT outdid human physicians when
assessing medical case histories, even when those doctors were

using a chatbot. B USINeSS
Economy

a By Gina Kolata

Nov. 17, 2024

Leer en espafiol Health

Dr. Adam Rodman, an expert in internal medicine at Beth Israel

Deaconess Medical Center in Boston, confidently expected that P O | |t | CS

chatbots built to use artificial intelligence would help doctors
diagnose illnesses.

He was wrong. Education

Instead, in a study Dr. Rodman helped design, doctors who were

given ChatGPT-4 along with conventional resources did only S po rts
slightly better than doctors who did not have access to the bot.

And, to the researchers’ surprise, ChatGPT alone outperformed the

doctors.

https://www.nytimes.com/2024/11/17/health/chatgpt-ai-doctors-diagnosis.html



Fraud Detection

o

This Page has repeatedly shared
false information.

Independent fact-checkers said the
information is false. Learn More

Follow Page Anyway

Suspicious / Normal



Large Language Models with Text Classification

=

© CchatGPT

Today . You

X Can you edit my email to be more friendly, but still professional?
Friendly Profes... = B8

Brainstorming Bl... ChatGPT

Certainly! Here’s a revised version of the email with a more friendly yet

Normal model, math mode, code mode, ...

jLestesiay still professional tone:
Cover Letter Crafting
Brainstorming Blog Po... Subject: Excited to Move Forward and Connect Further!

e Hi Judy, Enable search, enable calculator, ...

| hope this email finds you well. | wanted to express our genuine
Previous 7 Days excitement @

IdeatingMarketingCa.:‘ Eth|Ca| |SSU€, harme| prompts, e

Designing a Compellin...

Refining Your Busines...

@ Message ChatGPT...



Generation is Sequence of Classification!

Selected from all

This morning, | woke possible words

Selected from all

This morning, | woke up ~—— sossible words

Selected from all

This morning, | woke up at «~— sossible words




Text Classification

Text

A small study found that ChatGPT outdid human
physicians when assessing medical case histories,
even when those doctors were using a chat bot. »

It can be phrase, sentence,
paragraph, or document

x = [wy, Wy, ...,w] #

Category (Class)

Technology Economy

Health Politics

Sports

C = {Cl, Co, ...




Supervised Learning
Training Stage

» Training data Diyrgin = {1, ¥1), (X2, ¥2), woos (o, Vi) }
- Example x; € X, labely; € C

- Train a classifier(model) f: X = C —_

How to train?

Testing Stage

- Testing data Dyese = {(x1, 1), (X2, ¥2), oo, (X, V1) }
- Make predictions V; = f(x;)

- Evaluate performance %ZiS(yi,S/'i) —

Accuracy, F1 Score, etc.

10



Supervised Learning
Training Stage

» Training data Diyrgin = {1, ¥1), (X2, ¥2), woos (o, Vi) }
- Example x; € X, labely; € C

» Train a classifier(model) f: X' = C — 0 0 train?

- How does the model understand example x?
- How does the model make label prediction y?

11



A General Framework for Text Classification

Textx —

\_

Feature
(Representation)

J

Classifier
(Model)

—> Label y

12



A General Framework for Text Classification

Textx —

\_

Feature
(Representation)

J

Classifier

(Model) —> Label y

- Teach the model how to understand example x

« Convert the text to a mathematical form

- The mathematical form captures essential characteristics of the text

- Bag-of-words, n-grams, word embeddings, etc..___

We will talk about them later!

13



A General Framework for Text Classification

Feature Classifier

Text x (Representation) i (Model) Label y

- J

- Teach the model how to make prediction vy
- Logistic regression, neural networks, CNN, RNN, LSTM, Transformers

N

We will talk about them later!




Bag-of-Words (BoW)

Textx —

\_

Feature
(Representation)

J

Classifier
(Model)

—> Label y

- Bag-of-Words (BoW)

« Consider text as a set of words

- Easy, no effort required

15



Bag-of-Words (BoW)

This restaurant is the best one in

College Station

This the oOne
Station

College
in
restaurant
best

| study natural language processing
everyday

study language

processing

everyday
natural

16



Bag-of-Words (BoW)

This restaurant is the best one in College Station

x=]/01 1001011

I

Feature vector X is
a binary vector

Each dimension represents one word,
indicating the presence of word

Advantages and disadvantages?

01101 1]

N

The length of vector s

the dictionary size | V|

17



Bag-of-Words (BoW)

Bob likes Alice very much

Alice likes Bob very much

They will have the same BoW vector!

x=[011001 .. 0 1]

BoW fails to capture sentential structure

Any solutions?

18



N-Grams

Unigram
Bigram
Trigram

4-gram

Bob likes Alice very much

{Bob, likes, Alice, very, much}
{Bob likes, likes Alice, Alice very, very much}
{Bob likes Alice, likes Alice very, Alice very much}

{Bob likes Alice very, likes Alice very much}

19



Bag-of-N-Grams

Bob likes Alice very much A/ice likes Bob very much
.0110... X = .. 0001 ..

/

BoW (unigram) features Bigram features

We can consider trigrams, 4-grams, ...

N-gram features capture more sentential structure



Other Variants

Binary BoW
Word Count
Word Frequency

TF-IDF

x=[011001

x=[02100 4

x=1]00.16 0.08 0 0 0.32 ...

x =[0 0.48 0.02 0 0 0.15 ...

Term Frequency
(TF)

/

N
fw ) log_

0 1]
0 3]
0 0.24]

0 0.88]

Ne ™\

Inverse Document
Frequency (IDF)

21



Bag-of-Words and Bag-of-N-Grams

Textx —

-

Feature

(Representation)

J

- Bag-of-Words (BoW)

- Aset of words
- Bag-of-N-Grams

« Asetof n-grams

Classifier

(Model) —> Label y

We will discuss “learnable”
features later!

22



Logistic Regression

Textx —

-

Feature

(Representation)

J

« Logistic regression

Classifier
(Model)

—> Label y

« Find linear weights to map feature vector X to label y

23



Logistic Regression

« Let’s start from binary classification

Input: feature vector X = [Xq, Xy, X3, .., X4]

- Output: label y € {0, 1}
- Find a linear decision boundary to classify x into {0, 1}

“ seandacs ';...'.. .
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https://blog.bigml.com/2016/09/28/logistic-regression-versus-decision-trees/
https://codesachin.wordpress.com/2015/08/16/logistic-regression-for-dummies/



Logistic Regression

Feature Vector X = [x1, X5, X3, ..., X4] Labely =0o0r1

Weight Vector w = [wy, Wy, W3, ..., W] Bias b \

Learnable parameters

Z=W-X+b

y = P(y = 1| X) = o(z) < Convert to probability

1 /— f§ > 0.5
O'(t) = 11 ot | os | Decision boundary: — {(1) |f§ ; 0.5
Sigmoid Function

-6 -4 -2 0 2 4 6




How to Find The Best Parameters?

Weight Vector w = [wy, Wy, W3, ..., W4

Bias b

Randomly initialize
parameters

~\

™~

Learnable parameters

lterative Optimization Methods

!

Evaluate
“goodness” of
parameters

.

|dentify “good”
updating direction

J

Update parameters

J

26



Loss Function

Iterative Optimization Methods
Randomly initialize SENEE Identify “good”
Y “goodness” of : g . Update parameters
parameters updating direction
parameters

« For each training example (x, y)
. QOutput label probabilityis V = P(y = 1| x) = o(w-x+ b)

Cross Entropy Loss

Lee(,y) =—lylogy + (1 —y)log(1—79)]

27



Loss Function

Iterative Optimization Methods

Randomly initialize
parameters

Cross Entropy Loss

Evaluate e w ;
“goodness” of Ly e Update parameters
parameters updating direction

Leg(,y) =—lylogy + (1 —y)log(1—9)]

y=1landy =09
y=1landy =0.1
y=0andy =0.9
y=0andy =0.1

Lcg=—]|1-10g0.9+ 0 -1log(0.1)
Loy =—]|1-1log0.1+0-1og(0.9)
Lcg=—]0-10g0.9+1-1log(0.1)

Loy =—]0-log0.1+1-10og(0.9)

= —10g 0.9 = 0.105
= —log0.1 = 2.302
= —log0.1 = 2.302
= —10g0.9 = 0.105

The lower the loss is, the more accurate the output probability is

28



Loss Function

Iterative Optimization Methods
Randomly initialize SENEE Identify “good”
Y “goodness” of : g . Update parameters
parameters updating direction
parameters

« Training data Deygin = {(xl,yl), (xz,yz), ey (X )’m)}
- Output labels probabilities V4, V»,..., Vi

Cross Entropy Loss

1 N 1 B N
Liotal = - E Leg(yi, Vi) = - E lyilogy; + (1 — y;) log(1 — ¥;)]
: :



Optimization Objective

Iterative Optimization Methods

o Evaluate e ”
AEIIE (I “goodness” of Iden.tlfy .gOOd. Update parameters
parameters updating direction
parameters

Cross Entropy Loss

1 2 : _
Ltotal — _E LCE(YL’»YL’)
[

Parameters 8 = | Weight Vector w = [wq,wy, W3, ...,wq]| Biasb

lw*; b*] = 0" = arg meiantal -

Optimization
objective

30



Gradient

Iterative Optimization Methods

v

. E
Randomly initialize p valuati
goodness” of
parameters
parameters

Identify “good”
updating direction

|

‘[ Update parameters}

0" = arg mgn Leotai

9@ 590 5 9@ ... 5 9 5 ... 5 g*

Vo Liotar is a “good” direction
to minimize the objective

https://www.digitalocean.com/community/tutorials/intro-to-optimization-in-deep-learning-gradient-descent

9(t+1)’

31



Gradient

aLtototl aLtotal
0w ob

V6?£total

1 3 3
0Leorar _ J (— — Xilyilogy; + (1 — ;) log(1 - .Vi)])

. 0 (— %Zi[%ﬂ logo(z) + (1 —y;)log(l — a(zi))]) Zi}“z V=v ng)r ,

_ __z [ 0 log G(Zl) =) dlog(1 — a(zi))]




Gradient

aLtotal [ d 108 O'(Zl) 0 log(l — O'(Zl-))
- + (1 —y)

01 i 1

Og‘j’j(z - Gy le@ 1 —o@)] xij = (1-0@)x; 0'(z) = 0(2)(1 - 0(2))
dlog(1 —o(z)) 1 ,

= aij(Z) BE o(z) [—0(@z)(1 - o(2))] - x;; = —0(z)xy (1-0(2) = -0 -0(2))

aLtotal .

. ——Z i(1 = 0(z))xi; + (1 = ) (=0 (z)x, )]

= —EZ(% - U(Zi))xi’j = EZ()Z‘ — Yi)X;;

33



Gradient

Iterative Optimization Methods

|

Randomly initialize
parameters

Y

H

Evaluate
“goodness” of
parameters

}

1

Identify “good”
updating direction

|

{ Update parameters]

m
0L
o E Vi — yi)x;
ow -
1=

0L =
l ~
at(l;m = Z()’i —¥;)
=

34



Gradient Descent

Iterative Optimization Methods
Randomly initialize Evaluate Identify “good”
B “goodness” of I et Update parameters
parameters updating direction
parameters

Ltotal
wltth = w® — 1N VwLltota 4

Learning step

pt+D) = pO) — N VpLtotal

yd

Learning step

Minimum

> 0

Random
initial value

D>

https://insightfultscript.com/collections/programming/machine-learning/sgd/



Training Process

Randomly initialize
parameters

~N

lterative Optimization Methods

!

J

Cross Entropy Loss

1 _
Liotal = — E Z Lcg (yl-, Vis W(t), b(t))
i

) Evaluat?’ Ident|fy ugood"
goodness” of > : o
updating direction
parameters
J \_ /
m
aLtOtal . (~ . )
awi® Yi = YiJ)Xi
i=1
m
aLtotal o z(~ . )
ab(t) - :YL yl
i=1

Update parameters

wltth) = w® — N VwLiotal

pt+D) = p® — N VyLiotar

36



From Binary to Multiclass Classification

- Logistic Regression for binary classification

Feature Vector X = [xq, X9, X3, «v, X4]

Labely =0or1

Weight Vector w = [wq, Wy, W, ..., W4 ]

Bias b

\

/

Z=W-X+Db

P(y = 1] x) = 0(2)

o(t) = —

Sigmoid Function

1 Prediction = {

Learnable
Parameters

1 IfP(y =1]x) = 0.5
0 IfP(y=1|x)<0.5

37



From Binary to Multiclass Classification

- Logistic Regression for multiclass classification

Feature Vector X = [xq, X, X3, ..., Xg] Labely=0,1,..,C—1

Weight Vectors W, = [W¢ 1, We 2, We 3, oon, We ] Bias b, Pﬁgggfelfs
\
Z, =W, X +Abc/,
P(y = c| x) = softmax(z,)
softmax(z,) = e’c Prediction = arg max P(y =c| x)

Zt e’t

Softmax Function

38



From Binary to Multiclass Classification

Multiclass Cross Entropy Loss
Binary Cross Entropy Loss PY

C
Lo, 9) = —lylogy + (1 —y)log(l—3)] Lee(y, ) =—) y.logP(y =c|x)
c=0
Softmax Label
b 1.2 e 0
Zno = W ' X + = —1. ~ 0.002
0 0 0 6_1'2 + e + 8_0'7 + 62'5
Z. =W, X+ b, = © ~ 1
e—1.2 + e + e—0.7 + 62'5
. 07 e—0.7
2= W2 X + 2= e 12 4o 4+ e 07 4 25 ~ 0.004 0
025
Z3 = W3 X+ by =25 ~ 0.091 0

Leg(y,7) =—[0-1log0.002+ 1 -log + 0 -1log0.004 + 0 - log 0.091] ~ 0.102



Logistic Regression

« Logistic regression

- Find linear weights to map feature vector x to label y

What if linear weights are not powerful enough?

https://www.researchgate.net/publication/344636757_CQNN_Convolutional _Quadratic_Neural_Networks
https://chatgpt.com/

40



Neural Networks

Textx —

-

Feature

(Representation)

J

« Neural Networks

Classifier
(Model)

—> Label y

- Find a non-linear decision boundary to map feature vector X to label y

41



Biological Neurons

Neuron activation: A neuron becomes active to transmit information
when it receives sufficient input from other neurons

Input is Segamented into "Useful" and "Not-Useful" Catagories

Input

https://www.kdnuggets.com/2022/06/activation-functions-work-deep-learning.html

42



Neurons in Neural Networks

Mimic the behavior of neurons to transmit information

; Slgm0|d
Weight w Bias (o) =

Q tanh

Activation tanh()
Function

DN
>@\ Output ;Z';{UO )
-
oy

Input X

@O —lo
Leaky ReLU
max(0.1z, x)

TuNte

Maxout
max(wf x + by, wdz + by)

)

x>0

z wix; + b ELU
[

https://blog.devops.dev/exploring-activation-functions-in-deep-learning-properties-derivatives-and-impact-on-model-758 5aad8a757

a(e*—1) <0

-

43



Neurons vs. Logistic Regression

Input x

Weight w

@O ® O

Bias

Activation

Function
Output

(p—»a

0=<p<2wixi+b>
i

Feature Vector X = [xq, X, X3, .., X4]

Weight Vector w = [wq, Wy, w3, ..., W4]

Bias b

37=0<2Wixi+b>
i

44



Multilayer Perceptron (MLP)

Neuron

45



Multilayer Perceptron (MLP)

Neuron

(1)
Wr1

Neuron

46



Multilayer Perceptron (MLP)

h® = (p(W(l)x + b(l))



Multilayer Perceptron (MLP)

h(?) = ¢(w(2)h(1) + b(Z))



Multilayer Perceptron (MLP)

h3 = <p(W(3)h(2) + b(S))



Multilayer Perceptron (MLP)

1 Ify =05 y = G(W(O)h(?’) + b(O))

Decision boundary: = {O 5 <05




Optimization Objective

Cross Entropy Loss Parameters § = {W(l),W(Z),W(?’),W(O),
1 _ b(D p2) p®G plo
Ltotar = _EELCE(YL'»YL') )
i

%k - u
0" = arg mé}nLtotal



Back-Propagation

N
<
5

NV,
1
e

8
=
J

0L 0L 07
WO ~ 95 awW©

oL oL 0F
oh® ~ 9y "9h® aL oL . ay
db© 35 ab©)




Back-Propagation
h® = p(WEh®@ +p®)

oL oL 9y
oh®) ~ 35 9h®)

oL 9L 0h®
3~ 9h® JWw®

or  or on® W
Jh® ~ 9h® ah® 0L 0L oh®

FORFTIONETIO




Back-Propagation

0L
0y
oL 9y
oh® ~ 97 9h®
0L oL .6h(1) oL 9L oh®
W@  gh(M) oW oh® ~ dh® oh®@

oL 9L ohW oL 9L oh®
dabM  9h(M op@® dh@® ~ 9h®@  §h®




Training Process

f

) 4

Randomly initialize
parameters

lterative Optimization Methods

!

Evaluate

“goodness” of

parameters

J

Cross Entropy Loss

1 _
Liotal = — E Z Lcg (yl-, Vis W(t), b(t))
i

|dentify “good”
—
updating direction
0L 0L 0L

WD’ ow@)’ ™’ gw )

oL 0L 0L
db(M’ gb)’" ™’ gb(0)

Update parameters

J
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From Binary to Multiclass Classification

Prediction = arg maxy,
C

7N
ey X e
AV IANS VACTAy N Y
QORI

Multiclass Cross Entropy Loss

C
Lee(y,y) = —Zyc log P(y = c| x)
c=0



What Makes Neural Networks Powerful?

Input X Weight w Bias

Activation

Lo lel
SO — XA,
X XD — N
K@~ KX
Nl

Output

O1ee

®® 6 ®
\ J
4 1 | ] | ™\
O
\_ J

Introduce nonlinearity

g




Neural Networks

Textx —

-

Feature

(Representation)

J

« Neural Networks

Classifier
(Model)

—> Label y

- Find a non-linear decision boundary to map feature vector X to label y
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Lecture Plan

Formulation of Text Classification

Bag-of-Words (Bow) and N-Grams

Logistic Regression
Neural Networks
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Next Lecture: Word Representations

Text ———

\_

Feature
(Representation)

J

Bob
|

Whob Wiikes Walice erry Wimuch

likes Alice very much

NLP Model

—  QOutput

60
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