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Project – Proposal

• Due: 3/3

• Page limit: 2 pages

• Format: ACL style

• The proposal should include

• Introduction to the topic you choose

• Related literature

• Novelty and challenges

• Evaluation metrics

• The dataset, models, and approaches you plan to use
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https://2023.aclweb.org/calls/style_and_formatting/


Project Sign-Up

• https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylam
XuV7Dtg7cBD2EU/edit?usp=sharing

• 3~4 members per team

• Form teams on your own

• No solo teams (We have too many students!)
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https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylamXuV7Dtg7cBD2EU/edit?usp=sharing
https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylamXuV7Dtg7cBD2EU/edit?usp=sharing


If You Need Teammates – Team Match

• https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylam
XuV7Dtg7cBD2EU/edit?usp=sharing

• Put your names and emails, contact other classmates

• Some listed topics

• Listed topics are broad directions for reference and are not project topics

• You have to survey related literature and propose a more specific one
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https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylamXuV7Dtg7cBD2EU/edit?usp=sharing
https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylamXuV7Dtg7cBD2EU/edit?usp=sharing


If You Need Teammates – Team Match

• https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylam
XuV7Dtg7cBD2EU/edit?usp=sharing

• Feel free to add new topics!
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https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylamXuV7Dtg7cBD2EU/edit?usp=sharing
https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylamXuV7Dtg7cBD2EU/edit?usp=sharing


Project – Suggested Topics

• Choose a topic by selecting an existing problem discussed in class and 
developing new ideas around it

• Identify any unresolved challenges from a published paper and improve the 
proposed approach

• Implement multiple baseline models for a specific topic, make a 
comprehensive comparison of their performance, and report findings and 
insights

• Participate in shared tasks at SemEval, CoNLL, Kaggle, or relevant 
workshops, and present the techniques you apply
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If you are not sure about whether the proposed project is appropriate 
or not, come to my office hour for a discussion



Quiz 1

• Date: 2/17 (the same day as the deadline for assignment 1)

• 10 minutes before the end of the lecture

• 5 questions focusing on high-level concepts
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Lecture Plan

• Sequential Labeling

• Sequence-to-Sequence

• Attention
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Recap: Convolutional Neural Network (CNN)
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Recap: Recurrent Neural Network (RNN)
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Recap: Long Short-Term Memory and Gated Recurrent Units
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𝑟𝑡 = 𝜎 𝑊(𝑟)ℎ𝑡−1 +𝑈(𝑟)𝑥𝑡 + 𝑏(𝑟)

GRULSTM

𝑖𝑡 = 𝜎 𝑊(𝑖)ℎ𝑡−1 +𝑈(𝑖)𝑥𝑡 + 𝑏(𝑖)

ሚ𝐶𝑡 = tanh 𝑊(𝐶)ℎ𝑡−1 +𝑈(𝐶)𝑥𝑡 + 𝑏(𝐶)

𝑓𝑡 = 𝜎 𝑊(𝑓)ℎ𝑡−1 +𝑈(𝑓)𝑥𝑡 + 𝑏(𝑓)

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ ሚ𝐶𝑡

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡)

𝑜𝑡 = 𝜎 𝑊(𝑜)ℎ𝑡−1 +𝑈(𝑜)𝑥𝑡 + 𝑏(𝑜)

𝑧𝑡 = tanh 𝑊(𝑧)ℎ𝑡−1 +𝑈(𝑧)𝑥𝑡 + 𝑏(𝑧)

෨ℎ𝑡 = tanh(𝑊 𝑟𝑡 ∗ ℎ𝑡−1 +𝑈𝑥𝑡 + 𝑏)

ℎ𝑡 = 1 − 𝑧𝑡 ∗ ℎ𝑡−1 + 𝑧𝑡 ∗ ෨ℎ𝑡



RNN is Flexible

• Can be used for both classification and generation

• Encoder

• Decoder

• Encoder-decoder
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RNN as Sentence-Level Encoder

12

𝑥1

ℎ0 ℎ1

𝑥2

ℎ2

𝑥3

ℎ3

𝑥4

ℎ4

𝑥5

ℎ5

All the cats are cute

Sentence 
Embedding



RNN as Token-Level Encoder
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Part-of-Speech (POS) Tagging
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You      can     close    the     door

PRP     MD       VB       DT       NN

It        is      close    to      the     door

PRP    VBZ      JJ       IN       DT       NN

It’s a structed prediction problem



POS Tagging with Word Embeddings
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𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

You can close the door

PRP MD VB DT NN

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

It is close to the

PRP VBZ JJ IN DT

𝑥6

NN

door



POS Tagging with Sequential Labeling
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You can close the door

PRP MD VB DT NN

It is close to the door

PRP VBZ JJ IN DT NN



EntityEntityEntity

Named Entity Recognition
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John went to New York City to visit Kuan-Hao Huang 

John       went      to         New       York        City       to       visit  Kuan-Hao Huang 

B-Entity  Other  Other  B-Entity  I-Entity  I-Entity Other Other  B-Entity   I-Entity

BIO Sequence

B-Entity: Begin of an entity span, I-Entity: Inside of an entity span

It’s a structed prediction problem



Named Entity Recognition as Sequential Labeling 
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John went to New York

B-Ent O O B-Ent I-Ent

City to visit Kuan-Hao

I-Ent O O B-Ent

Huang

I-Ent



Extractive Question Answering
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Super Bowl 50 was an American football game to determine 
the champion of the National Football League (NFL) for the 
2015 season. The American Football Conference (AFC) 
champion Denver Broncos defeated the National Football 
Conference (NFC) champion Carolina Panthers 24–10 to earn 
their third Super Bowl title. The game was played on 
February 7, 2016, at Levi's Stadium in the San Francisco Bay 
Area at Santa Clara, California. As this was the 50th Super 
Bowl, the league emphasized the "golden anniversary" with 
various gold-themed initiatives, as well as temporarily 
suspending the tradition of naming each Super Bowl game 
with Roman numerals (under which the game would have 
been known as "Super Bowl L"), so that the logo could 
prominently feature the Arabic numerals 50.

Question: Which NFL team represented 
the AFC at Super Bowl 50?

Answer: Denver Broncos



Extractive Question Answering as Sequential Labeling 
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… (AFC) champion Denver Broncos

O O O B-Ans I-Ans

defeated the National Football

O O O O

…

O



Dependency Parsing

• Identify dependency relations between words

• A tree structure

21

The subject of the verb

The object receiving the action

An adjective modifying a noun

POS Tagging



Dependency Parsing

• Convert tree to sequential labels 𝑝𝑖, 𝑙𝑖
• 𝑝𝑖: relative offset between the word and its head word

• 𝑙𝑖: dependency relation

22

(+1, nsubj) (-2, root) (+1, amod) (-2, dobj) (-3, punct)

Viable Dependency Parsing as Sequence Labeling, 2019



Dependency Parsing as Sequential Labeling 
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<ROOT> He has good control .

N/A N V J N .

N/A (+1, nsubj) (-2, root)(+1, amod)(-2, dobj) (-3, punct)



Constituency Parsing

• Analyze the syntactic structure of a sentence

• Break a sentence down into its constituent parts

• Hierarchical tree structure

24

POS Tagging

Syntactic 
Structure



Constituency Parsing

• Convert tree to sequential labels (𝑛𝑖, 𝑐𝑖)

• 𝑛𝑖: the number of common ancestors between 𝑤𝑖  and 𝑤𝑖+1 

• 𝑐𝑖: the nonterminal symbol at the lowest common ancestor

25

2 common ancestors

1 common ancestors 2 common ancestors

4 common ancestors

Constituent Parsing as Sequence Labeling, 2018



Constituency Parsing as Sequential Labeling 
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My daughter broke the red

PRP NN VBD DET JJ

toy with a hammer

NN IN DET NN

.

.

2NP 1S 2VP 4NP 4NP 3NP 4PP 5NP 1S .



• A sequence of dependent classification

Sequential Labeling
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RNN as Decoder (Generator)

• RNN Language Modeling

• Generation is a sequence of word classification
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𝑃 𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑙 = 𝑃 𝑤1 𝑃 𝑤2, 𝑤3, … , 𝑤𝑙|𝑤1

= 𝑃 𝑤1 𝑃(𝑤2|𝑤1) 𝑤3, … , 𝑤𝑙|𝑤1, 𝑤2

= 𝑃 𝑤1 𝑃(𝑤2|𝑤1)𝑃(𝑤3|𝑤1, 𝑤2) 𝑤4, … , 𝑤𝑙|𝑤1, 𝑤2, 𝑤3

=ෑ

𝑖=1

𝑙

𝑃(𝑤𝑖|𝑤1, 𝑤2, … , 𝑤𝑖−1)

Neural language models 
with context window 



RNN as Decoder (Generator)

• RNN Language Modeling

• Generation is a sequence of word classification
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RNN as Decoder (Generator)

• RNN Language Modeling

• Generation is a sequence of word classification
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Encoder vs. Decoder

• Encoder

• Focus more on representations and understanding

• Decoder

• Focus on generation

31



Encoder

32

All the cats are cute



Encoder

33

It is close to the door

PRP VBZ JJ IN DT NN



<bos> All the cats are cute

All the cats are cute <eos>

Decoder

34



• When we need understanding and generation at the same time

Sequence-to-Sequence Models (Seq2Seq)

35

𝑥1

ℎ0 ℎ1

𝑥2

ℎ2

𝑥3

ℎ3

𝑥4

ℎ4

𝑥5

ℎ5

𝑦1

𝑠1

𝑦2

𝑠2

𝑦3

𝑠3

𝑦4

𝑠4

𝑦5

𝑠5

𝑦6

𝑠6

Encoder
Decoder



Sequence-to-Sequence Tasks

36
https://translate.google.com/

https://www.grammarly.com/grammar-check

https://www.txyz.ai/



• Translate English to Chinese

Translation
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I

𝑥1
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End-of-Sentence Token

Translation

• Translate English to Chinese
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Decoder-Only Models vs. Seq2Seq Models

• Decoder-only models with prompting

• Continue writing

• Seq2Seq models

• Encode first, then generate

• The difference becomes larger when we talk about Transformers!

40



• A single vector needs to capture all the information about source sentence

• Longer sequences can still lead to vanishing gradients

Seq2Seq: Bottleneck
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Focus on A Particular Part When Decoding
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• Each token classification requires different part of information from source 
sentence 
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貓
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我 很 喜 歡 貓 <eos>



Attention

• Attention provides a solution to the bottleneck problem

• Key idea: At each time step during decoding, focus on a particular part of 
source sentence

43



RNN with Attention
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Output

tanh(𝐖 𝑎; 𝑠1 )

我

RNN with Attention
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Different Types of Attention
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Dot-Product Attention ℎ𝑖
⊤𝑠𝑗

Multiplicative Attention

Additive Attention

ℎ𝑖
⊤𝑊𝑠𝑗

𝑣⊤ tanh 𝑊1ℎ𝑖 +𝑊2𝑠𝑗
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