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Lecture Plan

• Transformers

• Encoder

• Decoder

• Encoder-Decoder

• Transformers Variants

• Longformer

• Relative Positional Encoding

• RoFormer
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Recap: Attention Is All You Need

2
Attention Is All You Need, 2017



Recap: Self-Attention

3

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Attention Scores

𝑞1 ⋅ 𝑘1 𝑞1 ⋅ 𝑘2 𝑞1 ⋅ 𝑘3 𝑞1 ⋅ 𝑘4 𝑞1 ⋅ 𝑘5

I like cats a lot



Recap: Self-Attention

4

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Normalized 
Attention Scores

𝛼1,𝑖 = softmax
𝑞1 ⋅ 𝑘𝑖

𝑑 Vector dimension

I like cats a lot



Recap: Self-Attention

5

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Normalized 
Attention Scores

𝑧1 =

𝑖

𝛼1,𝑖𝑣𝑖Weighted Sum

I like cats a lot



Recap: Multi-Head Attention
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𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖Value

Multi-Attention Output

I like cats a lot

Each attention head focuses on different parts of understanding!



Recap: Positional Encoding
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Recap: Transformer Encoder

8

LayerNorm(𝑥 + Sublayer(𝑥))

Residual connection (He et al., 2016)
Layer normalization (Ba et al., 2016)



Transformer

• Non-recurrence: easy to parallelize

• Multi-head attention: capture different aspects by interacting between 
words

• Positional encoding: capture the order information

9



Transformer as Token-Level Encoder 

10

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4

lot

𝑥5



Transformer as Sentence-Level Encoder 

11

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4

lot

𝑥5

Average



Transformer as Sentence-Level Encoder 

12

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<cls>

𝑥0

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4

lot

𝑥5



Transformer as Sentence-Level Encoder 

13

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<cls>

𝑥0

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4

lot

𝑥5



Transformer as Decoder?

14

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<bos>

𝑥0

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4

lot

𝑥5



Transformer as Decoder?

15

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<bos>

𝑥0

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4

lot

𝑥5
How to compute 

attention from the token 
we are going to generate?



Transformer Decoder

16

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<bos>

𝑥0



Transformer Decoder

17

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<bos>

𝑥0

I

𝑥1



Transformer Decoder

18

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<bos>

𝑥0

I

𝑥1

like

𝑥2



Transformer Decoder

19

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<bos>

𝑥0

I

𝑥1

like

𝑥2

cats

𝑥3



Transformer Decoder

20

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<bos>

𝑥0

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4



Transformer Decoder

21

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<bos>

𝑥0

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4

lot

𝑥5



Transformer Encoder vs. Transformer Decoder

22

Transformer Encoder Transformer Decoder



Transformer Encoder vs. Transformer Decoder

23

Transformer Encoder Transformer Decoder



Transformer Encoder vs. Transformer Decoder

24

Transformer Encoder Transformer Decoder



Transformer Encoder vs. Transformer Decoder

• When computing attention for one word

• Encoder: can see the words before and after this word

• Decoder: can see the words only before this word

25



Masked Attention for Transformer Encoder

26

No Masking



Masked Attention for Transformer Decoder

27

Causal Masking



Masked Attention for Transformer Decoder

28

Causal Masking



Masked Attention for Transformer Decoder

29

Causal Masking



Masked Attention for Transformer Decoder

30

Causal Masking



Masked Attention: Implementation

31

Causal Masking Causal Attention ScoresAll-Pair Attention Scores

⊗ =



Masked Attention: Implementation

32

Causal Masking Causal Attention ScoresAll-Pair Attention Scores

⊗ =

Normalize attention weights
& Weighted average value vectors



Transformer Decoder

33

𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

<bos>

𝑥0

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4

lot

𝑥5



34

How About Encoder-Decoder (Sequence-to-Sequence)?

𝑥1

ℎ0 ℎ1

𝑥2

ℎ2

𝑥3

ℎ3

𝑥4

ℎ4

𝑥5

ℎ5

𝑦1

𝑠1

𝑦2

𝑠2

𝑦3

𝑠3

𝑦4

𝑠4

𝑦5

𝑠5

𝑦6

𝑠6

Encoder
Decoder



Transformer Encoder-Decoder (Sequence-to-Sequence)

35I

𝑥1

very

𝑥2

like

𝑥3

cats

𝑥4 𝑦1

<bos> 我

𝑦2

很

𝑦3 𝑦4

喜



Transformer Encoder-Decoder (Sequence-to-Sequence)

36

Cross-Attention

Transformer Encoder Transformer Decoder



Cross-Attention

37

𝑥1 𝑥2 𝑥3 𝑥4 𝑦1 𝑦2 𝑦3 𝑦4



Cross-Attention
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𝑥1 𝑥2 𝑥3 𝑥4 𝑦1 𝑦2 𝑦3 𝑦4



Cross-Attention
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𝑥1 𝑥2 𝑥3 𝑥4 𝑦1 𝑦2 𝑦3 𝑦4



Cross-Attention

40

𝑥1 𝑥2 𝑥3 𝑥4 𝑦1 𝑦2 𝑦3 𝑦4



Cross-Attention

41

𝑥1 𝑥2 𝑥3 𝑥4 𝑦1 𝑦2 𝑦3 𝑦4



Transformer

42

Cross-Attention



Transformer on Machine Translation

43
Attention Is All You Need, 2017



Transformer on Document Generation

44
Generating Wikipedia by Summarizing Long Sequences, 2018



Feature
(Representation)

Text 𝑥
Classifier
(Model)

Label 𝑦

A General Framework for Text Classification

45

• Teach the model how to make prediction 𝑦

• Logistic regression, neural networks, CNN, RNN, LSTM, Transformers



Lecture Plan

• Transformers

• Encoder

• Decoder

• Encoder-Decoder

• Transformers Variants

• Longformer

• Relative Positional Encoding

• RoFormer

46



Computation in Transformer

• All-pair attention scores

• Complexity 𝑂 𝑙𝑒𝑛𝑔𝑡ℎ2

• When the input is long → slow

47



LongFormer

• Don’t compute all-pair attention score

• Manipulate attention mask

• Capture local information to reduce computational load

• Idea is similar to convolutional neural network

48
Longformer: The Long-Document Transformer, 2020



Transformer Encoder

49

No Masking



Sliding Window Attention Masking

50

Sliding Window Attention Masking



Sliding Window Attention Masking
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Sliding Window Attention Masking



Sliding Window Attention Masking
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Sliding Window Attention Masking



Sliding Window Attention Masking
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Sliding Window Attention Masking



Sliding Window Attention Masking

54

Sliding Window Attention Masking



Sliding Window Attention Masking

55

Sliding Window Attention Masking



Sliding Window Attention Masking

56

Sliding Window Attention Masking



Different Types of Attention Masks

57



LongFormer Results on Language Modeling

58
Longformer: The Long-Document Transformer, 2020



Lecture Plan

• Transformers

• Encoder

• Decoder

• Encoder-Decoder

• Transformers Variants

• Longformer

• Relative Positional Encoding

• RoFormer

59



Absolute Positional Encoding

60



Absolute Position

61

0 1 2 3 4 5 6 7 8 9 10 11

Position 1 Position 8

0 1 2 3 4 5 6 7 8 9 10 11

Position 1 Position 8



Relative Position

62

0 1 2 3 4 5 6 7 8 9 10 11

Position -4 Position +3

0 1 2 3 4 5 6 7 8 9 10 11

Position -5 Position +2



Why Relative Position?

• More contextual awareness

• Position -4: 4 position before this word

• Position +3: 4 position after this word

• Generalization to longer sequences

63



Relative Position

64

0 +1 +2 +3 +4 +5

-1 0 +1 +2 +3 +4

-2 -1 0 +1 +2 +3

-3 -2 -1 0 +1 +2

-4 -3 -2 -1 0 +1

-5 -4 -3 -2 -1 0

+6

+5

+4

+3

+2

+1

+7

+6

+5

+4

+3

+2

+8

+7

+6

+5

+4

+3

+9

+8

+7

+6

+5

+4

-6 -5 -4 -3 -2 -1

-7 -6 -5 -4 -3 -2

-8 -7 -6 -5 -4 -3

-9 -8 -7 -6 -5 -4

0

-1

-2

-3

+1

0

-1

-2

+2

+1

0

-1

+3

+2

+1

0

𝑟𝑖,𝑗

𝑖

𝑗



Relative Position with Clipping

65

0 +1 +2 +3 +4 +5

-1 0 +1 +2 +3 +4

-2 -1 0 +1 +2 +3

-3 -2 -1 0 +1 +2

-4 -3 -2 -1 0 +1

-5 -4 -3 -2 -1 0

+6

+5

+4

+3

+2

+1

+6

+6

+5

+4

+3

+2

+6

+6

+6

+5

+4

+3

+6

+6

+6

+6

+5

+4

-6 -5 -4 -3 -2 -1

-6 -6 -5 -4 -3 -2

-6 -6 -6 -5 -4 -3

-6 -6 -6 -6 -5 -4

0

-1

-2

-3

+1

0

-1

-2

+2

+1

0

-1

+3

+2

+1

0

𝑟𝑖,𝑗

𝑖

𝑗

Limited relative 
positions



Map Relative Positions to Embeddings

66

0 +1 +2 +3 +4 +5

-1 0 +1 +2 +3 +4

-2 -1 0 +1 +2 +3

-3 -2 -1 0 +1 +2

-4 -3 -2 -1 0 +1

-5 -4 -3 -2 -1 0

+6

+5

+4

+3

+2

+1

+6

+6

+5

+4

+3

+2

+6

+6

+6

+5

+4

+3

+6

+6

+6

+6

+5

+4

-6 -5 -4 -3 -2 -1

-6 -6 -5 -4 -3 -2

-6 -6 -6 -5 -4 -3

-6 -6 -6 -6 -5 -4

0

-1

-2

-3

+1

0

-1

-2

+2

+1

0

-1

+3

+2

+1

0

𝑟𝑖,𝑗

𝑖

𝑗
+6

+5

+4

+3

+2

+1

0

-4

-5

-6

…



Self-Attention

67

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Normalized 
Attention Scores

𝛼1,𝑖 = softmax
𝑞1 ⋅ 𝑘𝑖

𝑑

I like cats a lot



Self-Attention

68

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Normalized 
Attention Scores

𝛼1,𝑖 = softmax
𝑊𝑄𝑥1 ⋅ 𝑊

𝐾𝑥𝑖

𝑑

I like cats a lot



Self-Attention with Relative Position Embeddings

69

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Normalized 
Attention Scores

𝛼1,𝑖 = softmax
𝑊𝑄𝑥1 ⋅ 𝑊

𝐾 𝑥𝑖 + 𝑅𝐸(𝑟1,𝑖)

𝑑

I like cats a lot



Self-Attention with Relative Position Embeddings

70

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Normalized 
Attention Scores

𝛼2,𝑖 = softmax
𝑊𝑄𝑥2 ⋅ 𝑊

𝐾 𝑥𝑖 + 𝑅𝐸(𝑟2,𝑖)

𝑑

I like cats a lot



Relative Positions for Machine Translation

71



Lecture Plan

• Transformers

• Encoder

• Decoder

• Encoder-Decoder

• Transformers Variants

• Longformer

• Relative Positional Encoding

• RoFormer

72



RoFormer

• Improved version of relative positional encoding

• Rotary Position Embedding (RoPE)

• Most advanced large language models use RoPE

73



Self-Attention with Relative Position Embeddings

74

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Normalized 
Attention Scores

𝛼𝑚,𝑛 = softmax
𝑊𝑄𝑥𝑚 ⋅ 𝑊𝐾 𝑥𝑛 + 𝑅𝐸(𝑟𝑚,𝑛)

𝑑

I like cats a lot



Self-Attention with RoPE (In 2D Case)

75

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Normalized 
Attention Scores

𝛼𝑚,𝑛 = softmax
𝑊𝑄𝑥𝑚 𝑒𝑖𝑚𝜃 ⋅ 𝑊𝐾𝑥𝑛 𝑒𝑖𝑛𝜃

𝑑

I like cats a lot



Self-Attention with RoPE (In 2D Case)

76

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝑞𝑖 = 𝑊𝑄𝑥𝑖Query

𝑘𝑖 = 𝑊𝐾𝑥𝑖Key

𝑣𝑖 = 𝑊𝑉𝑥𝑖Value

Normalized 
Attention Scores

𝛼𝑚,𝑛 = softmax
𝑊𝑄𝑥𝑚 𝑒𝑖𝑚𝜃 ⋅ 𝑊𝐾𝑥𝑛 𝑒𝑖𝑛𝜃

𝑑

I like cats a lot

Equivalent to rotate 𝑊𝑄𝑥𝑚 with angle 𝑚𝜃   



General Form of RoPE

77

Similar to the idea of using different flipping frequency 
for Sinusoidal positional encoding

Different base angle 𝜃1, 𝜃2, … , 𝜃𝑑/2



RoPE Similarity over Position Difference 

78



RoPE Implementation

79



RoPE Performance

80



Lecture Plan

• Transformers

• Encoder

• Decoder

• Encoder-Decoder

• Transformers Variants

• Longformer

• Relative Positional Encoding

• RoFormer

81
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