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Lecture Plan

• Parameter-Efficient Fine-Tuning

• Prompt Tuning 

• Prefix Tuning

• Adapter 

• Mixture of Experts

• LoRA

• Large Language Models
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Look Back at Encoder: Fine-Tuning Token-Level Tasks
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• Pre-training provides a good weight initialization



Look Back at Encoder: Fine-Tuning Sentence-Level Tasks
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• Pre-training provides a good weight initialization



Classification with [CLS] Embedding
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Topic Classification

The Houston Rockets won an intense overtime game

Bitcoin hit a new all-time high this week

Tesla launched a new self-driving software update

Flu cases are rising in several major cities

Sports

Finance

Technology

Health

Pre-Trained Masked Language Model 

[CLS] The Houston Rockets won an intense overtime game

C1: Sports

C2: Finance

C3: Technology

C4: Health

Classification with [CLS] embedding



Classification with [MASK] Embedding
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Topic Classification

The Houston Rockets won an intense overtime game

Bitcoin hit a new all-time high this week

Tesla launched a new self-driving software update

Flu cases are rising in several major cities

Sports

Finance

Technology

Health

Pre-Trained Masked Language Model 

[CLS] The Houston Rockets won an intense overtime game is related to [MASK]

Classification with [MASK] embedding
Sports

Finance

Technology

Health



Classification with [MASK] Embedding and Prompt
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Topic Classification

The Houston Rockets won an intense overtime game

Bitcoin hit a new all-time high this week

Tesla launched a new self-driving software update

Flu cases are rising in several major cities

Sports

Finance

Technology

Health

Pre-Trained Masked Language Model 

[CLS] The Houston Rockets won an … overtime game. What is the topic? [MASK]

Classification with [MASK] embedding
Sports

Finance

Technology

Health



Classification with [MASK] Embedding and Prompt
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Topic Classification

The Houston Rockets won an intense overtime game

Bitcoin hit a new all-time high this week

Tesla launched a new self-driving software update

Flu cases are rising in several major cities

Sports

Finance

Technology

Health

Pre-Trained Masked Language Model 

[CLS] Please read this sentence: The Houston … game. What is the topic? [MASK]

Classification with [MASK] embedding
Sports

Finance

Technology

Health



Prompt Tuning
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Pre-Trained Masked Language Model 

[CLS] Please read this sentence: The Houston … game. What is the topic? [MASK]

Classification with [MASK] embedding
Sports

Finance

Technology

Health

Prompt Template

Verbalizer



Prompt Tuning

• Better utilize label semantics and pre-trained knowledge 

• Verbalizer

• Can make zero-shot predictions
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Pre-Trained Masked Language Model 

[CLS] Please read this sentence: The Houston … game. What is the topic? [MASK]

Classification with [MASK] embedding
Sports

Finance

Technology

Health



Prompt Tuning

• Better utilize label semantics and pre-trained knowledge 

• Verbalizer

• Can make zero-shot predictions

• Require less training examples

10
How Many Data Points is a Prompt Worth? 2021



Issues of Discrete/Hard Prompts

• Manually design prompts can be difficult

• Which one is the best?

• Pre-trained models are sensitive to prompts

11
GPT Understands, Too, 2021



Hard Prompt Tuning
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Pre-Trained Masked Language Model 

[CLS] Please read this sentence: The Houston … game. What is the topic? [MASK]

Classification with [MASK] embedding
Sports

Finance

Technology

Health



Soft Prompt Tuning

• Let model learn good prompts by itself
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Pre-Trained Masked Language Model 

[CLS]  [A1]  [A2] … [An]  The Houston … game. [B1] [B2] … [Bn] [MASK]

Classification with [MASK] embedding Sports

Finance

Technology

Health

… … …



Soft Prompt Tuning

• Let model learn good prompts by itself
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Pre-Trained Masked Language Model 

[CLS]  [A1]  [A2] … [An]  The Houston … game. [B1] [B2] … [Bn] [MASK]

Classification with [MASK] embedding Sports

Finance

Technology

Health

… … …

Soft Prompts Soft Prompts

Frozen

Learnable



Soft Prompt Tuning

15
GPT Understands, Too, 2021



From Prompt Tuning to Prefix Tuning
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P-Tuning v2: Prompt Tuning Can Be Comparable to Fine-tuning Universally Across Scales and Tasks, 2021



Prefix Tuning
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𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

[P1] [P2] [P3] [CLS] I very like cats

Frozen



Prefix Tuning
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𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

[P1] [P2] [P3] [CLS] I very like cats



Prefix Tuning
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𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

[P1] [P2] [P3] [CLS] I very like cats



Prefix Tuning
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𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

[P1] [P2] [P3] [CLS] I very like cats

Sentence
Classification

Token Classification



Prefix Tuning

21
P-Tuning v2: Prompt Tuning Can Be Comparable to Fine-tuning Universally Across Scales and Tasks, 2021



Prefix Tuning for Generation
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Prefix-Tuning: Optimizing Continuous Prompts for Generation, 2021



Prefix Tuning
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P-Tuning v2: Prompt Tuning Can Be Comparable to Fine-tuning Universally Across Scales and Tasks, 2021



Prefix Tuning – Parameter-Efficient
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The Power of Scale for Parameter-Efficient Prompt Tuning, 2021



Prefix Tuning – Parameter-Efficient
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Prefix-Tuning: Optimizing Continuous Prompts for Generation, 2021



Parameter-Efficient Fine-Tuning

• Do not fine-tune the whole model

• Most parameters are frozen

• Fine-tune a small set of parameters

• Save GPU memory during training

• Save space for storing multiple models
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Adapter
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Adapter

https://adapterhub.ml/blog/2022/03/adapter-transformers-v3-unifying-efficient-fine-tuning/



Adapter

28
Parameter-Efficient Transfer Learning for NLP, 2019



Adapter

29
Parameter-Efficient Transfer Learning for NLP, 2019

Task 1

Task 2

Task 3



Mixture of Experts (MoE)
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Switch Transformers: Scaling to Trillion Parameter Models with Simple and Efficient Sparsity, 2022



Mixture of Experts (MoE)
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Gate routing

Switch Transformers: Scaling to Trillion Parameter Models with Simple and Efficient Sparsity, 2022



Mixture of Experts (MoE)
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Weighted output with
top k  gate values

Switch Transformers: Scaling to Trillion Parameter Models with Simple and Efficient Sparsity, 2022



LoRA: Low-Rank Adaptation
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https://docs.adapterhub.ml/methods.html



LoRA: Low-Rank Adaptation
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𝑞𝑖 = 𝑊𝑗
𝑄𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

I

𝑥1

like

𝑥2

cats

𝑥3

a

𝑥4

lot

𝑥5

Main 
Parameters



LoRA: Low-Rank Adaptation
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𝑞𝑖′ = 𝑊𝑗
𝑄′
𝑥𝑖

𝑘𝑖′ = 𝑊𝑗
𝐾′𝑥𝑖

𝑣𝑖′ = 𝑊𝑗
𝑉′𝑥𝑖

After fine-tuning

𝑞𝑖 = 𝑊𝑗
𝑄
𝑥𝑖

𝑘𝑖 = 𝑊𝑗
𝐾𝑥𝑖

𝑣𝑖 = 𝑊𝑗
𝑉𝑥𝑖

Before fine-tuning

ℎ = 𝑊𝑛𝑒𝑤𝑥 = 𝑊𝑜𝑙𝑑𝑥 +𝑊Δ𝑥

Learnable
Parameters



LoRA: Low-Rank Adaptation
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ℎ = 𝑊𝑛𝑒𝑤𝑥 = 𝑊𝑜𝑙𝑑𝑥 +𝑊Δ𝑥

https://dataman-ai.medium.com/fine-tune-a-gpt-lora-e9b72ad4ad3



LoRA: Low-Rank Adaptation

37
LoRA: Low-Rank Adaptation of Large Language Models, 2021



Lecture Plan

• Parameter-Efficient Fine-Tuning

• Prompt Tuning 

• Prefix Tuning

• Adapter 

• Mixture of Experts

• LoRA

• Large Language Models
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Pre-Trained Language Models with Decoder

39



GPT-3: From Fine-Tuning to Few-Shot Learning

• Even larger training data, even larger model size

40



GPT-3: From Fine-Tuning to Few-Shot Learning

• Solve entirely new tasks by few-shot learning (in-context learning)

41
https://ai.stanford.edu/blog/understanding-incontext/



Large Language Models (LLMs)

42
A Survey of Large Language Models, 2023

LLMs = (Large Scale) Transformers + Language Models + Pre-Training 



What Makes an LLM?

• Architecture decisions

• Data decisions

• Training decisions

43



Open Access vs. Closed Access

• Model Weights

• Open / Described / Closed

• Data

• Open / Described / Closed

• Training Code

• Open / Described / Closed

44



Open Access vs. Closed Access

• Open-source LLMs

• Open-weight LLMs

• Closed LLMs

45



Open-Source / Reproducible LLMs

• Pythia

• Fully open, many sizes/checkpoints

• OLMo

• Possibly strongest reproducible model

46



Pythia

• Creator:

• Goal: Joint understanding of model training dynamics and scaling

• Unique features: 8 model sizes 70M-12B, 154 checkpoints for each

47
Pythia: A Suite for Analyzing Large Language Models Across Training and Scaling, 2023

https://github.com/EleutherAI/pythia

https://github.com/EleutherAI/pythia


Pythia: The Pile

• An 800GB Dataset of Diverse Text for Language Modeling

48
The Pile: An 800GB Dataset of Diverse Text for Language Modeling, 2020



Pythia: Findings

• Some insights into training dynamics, e.g. larger models memorize facts 
more quickly

49



OLMo

• Creator:

• Goal: Better science of state-of-the-art LMs

• Unique features: Top performance of fully documented model, instruction 
tuned etc.

50

https://allenai.org/olmo

https://allenai.org/olmo


OLMo: Dolma 

• 3T token corpus created and released by AI2 for LM training

• A pipeline of (1) language filtering, (2) quality filtering, (3) content filtering, 
(4) deduplication, (5) multi-source mixing, and (6) tokenization

51
Dolma: an Open Corpus of Three Trillion Tokens for Language Model Pretraining Research, 2024



OLMo 2

52
2 OLMo 2 Furious, 2024



OLMo 2
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2 OLMo 2 Furious, 2024



Open-Weight LLMs

• LLaMa Series

• Mistral/Mixtral

• Qwen Series

• DeepSeek Series

54



LLaMa Series

• Creator:

• Goal: Strong and safe open language model

• Unique features: Open models with strong safeguards and chat tuning, 
good performance
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https://ai.meta.com/blog/meta-llama-3/

https://ai.meta.com/blog/meta-llama-3/


LLaMa 3: Post-Training Alignment

56
The Llama 3 Herd of Models, 2024



LLaMa 3: Post-Training Alignment

57
The Llama 3 Herd of Models, 2024



Mistral/Mixtral

• Creator:

• Goal: Strong and somewhat multilingual open language model

• Unique features: Speed optimizations, including GQA and Mixture of 
Experts

58

https://mistral.ai/en/news/mixtral-of-experts

https://mistral.ai/en/news/mixtral-of-experts


Mistral/Mixtral: Sliding Window Attention

59
Mistral 7B, 2023



Qwen Series

• Creator:

• Goal: Strong multilingual (esp. English and Chinese) language model

• Unique features: Large vocabulary for multilingual support, strong 
performance

60

https://github.com/QwenLM/Qwen2.5

https://github.com/QwenLM/Qwen2.5


Qwen: Multilinguality

61
Qwen Technical Report, 2023



DeepSeek Series

• Creator:

• Goal: Strongest open-weight language model so far

• Unique features: Relatively low-cost reinforcement-learning-based 
alignment for reasoning

62

https://www.deepseek.com/

https://www.deepseek.com/


DeepSeek-R1: Aha Moment

63
DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning, 2025



Other Open-Weight Models

• Code

• StarCoder 2

• Code Llama

• DeepSeek-Coder-V2

• Math

• LLeMa

• DeepSeek Math

• Science

• Galactica
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Closed Models

• GPT Series

• Gemini Series

• Claude Series

• Grok Series

65



GPT Series

• Creator:

• ChatGPT-4o

• Most popular LLM so far

• o1

• Optimize for deep reasoning

66

https://openai.com/

https://openai.com/


Gemini Series

• Creator:

• Gemini 2.0

67

https://gemini.google.com/

https://gemini.google.com/


Claude Series

• Creator:

• Claude 3.5 Sonnet

• Optimize for safety

68

https://claude.ai/

https://claude.ai/


Grok Series

• Creator:

• Grok 3

• Recently released, rank 1 in many benchmarks
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https://x.ai/

https://x.ai/


Chatbot Arena

70



Chatbot Arena Leaderboard
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Lecture Plan

• Parameter-Efficient Fine-Tuning

• Prompt Tuning 

• Prefix Tuning

• Adapter 

• Mixture of Experts

• LoRA

• Large Language Models

72
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