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Quiz 1

• Average: 92.74

• Median: 95

• Standard deviation: 7.52
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Assignment 2

• https://khhuang.me/CSCE638-S25/assignments/assignment2_0224.pdf

• Due: 3/17 11:59pm 

• Summit a .zip file to Canvas

• submission.pdf for the writing section

• submission.py and submission.ipynb for the coding section

• For questions

• Discuss on Canvas

• Send an email to csce638-ta-25s@list.tamu.edu, don’t need to CC TA or me
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https://khhuang.me/CSCE638-S25/assignments/assignment2_0224.pdf
mailto:csce638-ta-25s@list.tamu.edu


Assignment 2
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Colab has daily quota limit on GPU, so start earlier!



Course Project – Proposal

• Due: 3/3 11:59pm 

• Page limit: 2 pages (excluding references)

• Format: ACL style

• The proposal should include

• Introduction to the topic you choose

• Related literature

• Novelty and challenges

• The dataset, models, and approaches you plan to use

• Evaluation plan
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https://2023.aclweb.org/calls/style_and_formatting/


Course Project: Sign-Up

• https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylam
XuV7Dtg7cBD2EU/edit?usp=sharing

• Please sign up by 2/26

• 3~4 each team
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https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylamXuV7Dtg7cBD2EU/edit?usp=sharing
https://docs.google.com/spreadsheets/d/15Rj4AovtHtlZxILbX1ydrw7lEylamXuV7Dtg7cBD2EU/edit?usp=sharing


Course Project: Project Highlight

• Date: 3/5 in person

• Each team has 3 minutes to introduce the project

• Introduction to the topic you choose

• Short related literature overview

• Novelty and challenges

• The dataset, models, and approaches you plan to use

• Evaluation plan
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Lecture Plan

• Large Language Models

• Prompting

• In-Context Learning

• Chain-of-Thought Prompting

• Evaluation of Large Language Models

• Alignment

• Instruction Tuning

• Human Preference Optimization
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Large Language Models (LLMs)

8
A Survey of Large Language Models, 2023

LLMs = (Large Scale) Transformers + Language Models + Pre-Training 



Large Language Models (LLMs)
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Scaling Is The Key
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Zero-Shot Prompting

• Prompt → Completion

• Continue writing
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This place is incredible! The lobster is the best I've ever 
had. The sentiment of the above sentence is

Prompt

positive.

Completion



Zero-Shot Prompting

• Prompt → Completion

• Continue writing
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Stephen Curry’s clutch barrage seals another Olympic 
gold for USA. The topic of the above sentence is

Prompt

sport.

Completion



Classification with [MASK] Embedding and Prompt
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Topic Classification

The Houston Rockets won an intense overtime game

Bitcoin hit a new all-time high this week

Tesla launched a new self-driving software update

Flu cases are rising in several major cities

Sports

Finance

Technology

Health

Pre-Trained Masked Language Model 

[CLS] The Houston Rockets won an … overtime game. What is the topic? [MASK]

Classification with [MASK] embedding
Sports

Finance

Technology

Health



Prompt Tuning
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Pre-Trained Masked Language Model 

[CLS] Please read this sentence: The Houston … game. What is the topic? [MASK]

Classification with [MASK] embedding
Sports

Finance

Technology

Health

Prompt Template

Verbalizer



Language Modeling
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Prediction as a basis for skilled reading: Insights from modern language models



Zero-Shot Prompting
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A New Way to Use NLP Models

• Task-specific features + task-specific model

• General embeddings + task-specific model

• General embeddings + general model + task-specific fine-tuning

• General embeddings + general model + task-specific prompting
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Zero-Shot Prompting
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Any Issues?



Few-Shot Prompting / In-Context Learning
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Language Models are Few-Shot Learners, 2020

In-context learning examples
Demonstration examples



Few-Shot Prompting / In-Context Learning
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http://ai.stanford.edu/blog/in-context-learning/



Few-Shot Prompting / In-Context Learning
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Language Models are Few-Shot Learners, 2020



• Still an open research problem

What Makes In-Context Learning Work?
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Transformers learn in-context by gradient descent, 2022



What Makes In-Context Learning Work?

• Provide information more about format?

• Give wrong in-context learning examples
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Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?, 2022



LLMs are Sensitive to Small Changes in In-context Examples
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Changing order of examples causes large variance in performance

Fantastically Ordered Prompts and Where to Find Them: Overcoming Few-Shot Prompt Order Sensitivity, 2022



LLMs are Sensitive to Small Changes in In-context Examples
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Label balance causes large variance in performance

Active Example Selection for In-Context Learning, 2022



LLMs are Sensitive to Small Changes in In-context Examples
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Label coverage causes large variance in performance

Active Example Selection for In-Context Learning, 2022



How to Choose In-Context Learning Examples?

• Similarity?

• Coverage?

• Length?

• Confidence?

• Principles?

27
In-Context Principle Learning from Mistakes, 2024



Prompt Engineering

• Search for and design better prompts
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Quantifying Language Models' Sensitivity to Spurious Features in Prompt Design or: How I learned to start worrying about prompt formatting, 2023



Chain-of-Thought (CoT) Prompting

• Ask the model to explain its reasoning before making an answer

29
Large Language Models are Zero-Shot Reasoners, 2022



Chain-of-Thought (CoT) Prompting

• Ask the model to explain its reasoning before making an answer
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Large Language Models are Zero-Shot Reasoners, 2022



Chain-of-Thought (CoT) Prompting

• Ask the model to explain its reasoning before making an answer

31
Large Language Models are Zero-Shot Reasoners, 2022



Few-Shot Chain-of-Thought Prompting
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Large Language Models are Zero-Shot Reasoners, 2022



Few-Shot Chain-of-Thought Prompting
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Large Language Models are Zero-Shot Reasoners, 2022



What Makes Chain-of-Thought Work?

• Explicit reasoning steps

• Knowledge expansion

• Possibility to refine answers
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Tree-of-Thoughts
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Tree of Thoughts: Deliberate Problem Solving with Large Language Models, 2023



Graph-of-Thoughts
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Graph of Thoughts: Solving Elaborate Problems with Large Language Models, 2023



OpenAI o1
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https://pareto.ai/blog/openai-o1-cot



Do LLMs Know They are Wrong?

• It’s hard to say, but most of the time yes

• Verifying if easier than generating

• Correction-based and refinement-based approaches
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Do LLMs Know They are Wrong?

• It’s hard to say, but most of the time yes

• Verifying if easier than generating

• Correction-based and refinement-based approaches
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Lecture Plan

• Large Language Models

• Prompting

• In-Context Learning

• Chain-of-Thought Prompting

• Evaluation of Large Language Models

• Alignment

• Instruction Tuning

• Human Preference Optimization
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Benchmark

• MMLU and MMLU-pro
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Benchmark

• BIG-Bench Hard
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Benchmark

• MATH

• Algebra

• Geometry

• Probability

• Calculus
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Benchmark

• GSM8K

• Math problems
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Benchmark
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https://www.llama.com/



Chatbot Arena
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Chatbot Arena Leaderboard
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Lecture Plan

• Large Language Models

• Prompting

• In-Context Learning

• Chain-of-Thought Prompting

• Evaluation of Large Language Models

• Alignment

• Instruction Tuning

• Human Preference Optimization
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Why Alignment?

• Language modeling ≠ assisting users

49



Why Alignment?

• Language modeling ≠ assisting users
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Why Alignment?

• Continuing writing does not always work
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Instruction Tuning

• LLMs have knowledge, but don’t always generate the outputs we want

• Training LLMs to following human instructions
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Recap: T5
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Instruction Tuning

• Convert existing tasks to (input, output) format

• Create many prompts and collect human answers
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Sidenote: Why Decoder-Only Instead of Encoder-Decoder?
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Sidenote: Why Decoder-Only Instead of Encoder-Decoder?
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Scaling Up Instruction Tuning
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Instruction Tuning → Instruction Pre-Training

• Instruction fine-tuning for many tasks
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Instruction Tuning
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Instruction Tuning
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Limitations of Instruction Fine-Tuning

• It is expensive to collect ground-truth data for tasks

• Open-ended creative generation have no right answer

• E.g., write me a story about a dog and her pet grasshopper

• language modeling penalizes all token-level mistakes equally, but some 
errors are worse than others

61

Even with instruction finetuning, there is still a 
mismatch between the LM objective and 

“satisfying human preferences”!



Lecture Plan

• Large Language Models

• Prompting

• In-Context Learning

• Chain-of-Thought Prompting

• Evaluation of Large Language Models

• Alignment

• Instruction Tuning

• Human Preference Optimization

62
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