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Invited Talk

• Speaker: Minhao Cheng, Assistant Professor at Pennsylvania State University

• Title: Beyond Generation: Enabling Detection and Traceability in Large 
Language Models through Watermarking

• Date: 3/31

• Online @ Zoom:

• https://tamu.zoom.us/my/khhuang?pwd=oAdWOKVOCGPApqDbJnVtktdW2AE6nb.1

1

https://cmhcbb.github.io/
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Invited Talk

Abstract: The remarkable success of generative models, particularly large language 
models (LLMs), in producing natural and high-quality content across various 
domains is undeniable. Yet, their widespread use brings forth critical challenges 
concerning copyright, privacy, and security. To address these risks, the ability to 
reliably detect and, critically, trace the flow and potential misuse of machine-
generated text is paramount for ensuring responsible LLM deployment. This talk will 
introduce various innovative techniques for embedding covert signals into 
generated content during its creation. These embedded signals will be 
algorithmically detectable and, significantly, will enable the tracing of the generated 
content even from brief token sequences, remaining imperceptible to human 
observers. Moreover, we will explore the specific hurdles in watermarking 
structured machine-generated data like code and present efficient strategies for 
integrating domain-specific knowledge into these watermarking frameworks to 
facilitate effective tracing.
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Schedule Change
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Gray Swan Arena

• https://app.grayswan.ai/arena
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https://app.grayswan.ai/arena


Vision + Language

• Image captioning
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https://github.com/danieljl/keras-image-captioning



Image Captioning with Encoder-Decoder Models
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Encoder-Decoder Model

Replace the text encoder 
as an image encoder



Recap: Convolutional Neural Network (For Text)
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Convolutional Neural Network (For Image)
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https://www.analyticsvidhya.com/blog/2020/10/what-is-the-convolutional-neural-network-architecture/



Pre-Trained CNN with ImageNet
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ImageNet: A Large-Scale Hierarchical Image Database



Encoder-Decoder: CNN-RNN
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Show and Tell: A Neural Image Caption Generator

Text embedding space and image 
embedding space can be aligned!



CNN + Attention LSTM
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Show, Attend and Tell: Neural Image Caption Generation with Visual Attention, 2015



Joint Visual and Textual Embeddings: VisualBERT
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VisualBERT: A Simple and Performant Baseline for Vision and Language

Require an object detection model



Joint Visual and Textual Embeddings: VisualBERT
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VisualBERT: A Simple and Performant Baseline for Vision and Language



Visual Question Answering
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Making the V in VQA Matter: Elevating the Role of Image Understanding in Visual Question Answering



Visual Commonsense Reasoning
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From Recognition to Cognition: Visual Commonsense Reasoning



Natural Language Visual Reasoning
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A Corpus for Reasoning About Natural Language Grounded in Photographs



Language Grounding
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Flickr30k Entities: Collecting Region-to-Phrase Correspondences for Richer Image-to-Sentence Models



Vision Transformer
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An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale



CLIP: Contrastive Language-Image Pre-Training
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Learning Transferable Visual Models From Natural Language Supervision



Training with Image-Caption Pairs
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Training Details
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Zero-Shot Prediction
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Zero-Shot CLIP vs. Few-shot Linear Probes
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Image Retrieval with Text Query
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VideoCLIP
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VideoCLIP: Contrastive Pre-training for Zero-shot Video-Text Understanding



GLIP: Grounded Language-Image Pre-training
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Grounded Language-Image Pre-training



Object Detection and Text Grounding
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GLIP: Grounded Language-Image Pre-training
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Grounding Results

29



Zero-Shot Grounding
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DesCo: Object Recognition with Language Description
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DesCo: Learning Object Recognition with Rich Language Descriptions



DesCo: Description-Conditioned
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Zero-Shot Grounding
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Encoder-Only vs. Encoder-Decoder

• Encoder-only

• CLIP, GLIP, DesCo, etc.

• Better for image-text retrieval

• Encoder-decoder

• Better for generation
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BLIP: Bootstrapping Language-Image Pre-training
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BLIP: Bootstrapping Language-Image Pre-training for Unified Vision-Language Understanding and Generation



A Unified Framework
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Contrastive Training
(Similar to CLIP)



A Unified Framework
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Fuse Modalities



A Unified Framework
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Zero-Shot Image-Text Retrieval
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Image Captioning

40



Visual Question Answering
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Visual Question Answering



BLIP-2: Frozen Image Encoders and Large Language Models
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BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models



Vision-Language Representation Learning
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Vision-to-Language Generative Pre-Training
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Instructed Zero-Shot Image-to-Text Generation
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LLaVA: Visual Instruction Tuning
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https://llava-vl.github.io/



GPT-Assisted Visual Instruction Data Generation
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Stage 1: Pre-training for Feature Alignment
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Train with Image-Text Pairs



Stage 2: Fine-tuning End-to-End
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Visual Chat (Visual Instruction Data) and Science QA



Examples
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LLaVA-OneVision

51
https://llava-vl.github.io/blog/2024-08-05-llava-onevision/



LLaVA-OneVision
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https://llava-vl.github.io/blog/2024-08-05-llava-onevision/



LLaVA-NeXT-Interleave
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LLaVA-NeXT-Interleave: Tackling Multi-image, Video, and 3D in Large Multimodal Models



How Reliable Vision-Language Models Are?

• ARO (Attribution, Relation and Order) Benchmark 
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When and why vision-language models behave like bags-of-words, and what to do about it?



ARO (Attribution, Relation and Order) Benchmark 
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ARO (Attribution, Relation and Order) Benchmark 
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Results
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More Analysis on Text-Image Retrieval
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More Analysis on Text-Image Retrieval
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Contrastive Pre-Training

60



Solution: Composition-Aware Hard Negatives

• Generation of negative captions

• Generate a negative caption by swapping different linguistic elements: noun 
phrases, nouns, adjectives, adverbs, verb phrases

• Sampling strong alternative images

• Sample one of the K nearest neighbors as the strong alternative image
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NegCLIP
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Results
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What’s Up: Benchmarks with Spatial Reasoning Questions
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What's "up" with vision-language models? Investigating their struggle with spatial reasoning



What’s Up: Benchmarks with Spatial Reasoning Questions
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COCO-Spatial and GQA-Spatial
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Results
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Visual Analogies
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Visual Analogies
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Paxion: Action Robustness for Video-Language Models
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Paxion: Patching Action Knowledge in Video-Language Foundation Models



Paxion: Action Robustness for Video-Language Models
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Paxion: Patching Action Knowledge in Video-Language Foundation Models



Paxion: Action Robustness for Video-Language Models
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Paxion: Patching Action Knowledge in Video-Language Foundation Models



Results
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Paxion: Training Objective
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Paxion: Knowledge Patcher
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Results
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