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Invited Talk

• Speaker: Pan Lu, Postdoctoral Scholar at Stanford University

• Title: Advancing Complex Reasoning with Language Models and Agentic 
Systems

• Date: 4/16

• Online @ Zoom:

• https://tamu.zoom.us/my/khhuang?pwd=oAdWOKVOCGPApqDbJnVtktdW2AE6nb.1
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https://lupantech.github.io/
https://tamu.zoom.us/my/khhuang?pwd=oAdWOKVOCGPApqDbJnVtktdW2AE6nb.1


Invited Talk

Abstract: Complex reasoning is fundamental to human intelligence and plays a 
crucial role in advancing education, science, and technology. This talk explores the 
development of language model systems that exhibit robust mathematical 
reasoning and facilitate scientific reasoning, marking a significant step toward 
general artificial intelligence. We introduce novel multi-modal and knowledge-
intensive benchmarks designed to assess the reasoning capabilities of large 
language models (LLMs) and vision-language models (VLMs) in real-world scenarios, 
including those involving visual data, tabular information, and scientific applications. 
The talk highlights recent advancements in mathematical reasoning within visual 
contexts and addresses key unresolved challenges. Additionally, we present cutting-
edge retrieval and tool-augmented algorithms that significantly enhance LLM 
performance in mathematical reasoning tasks. Finally, we explore how agentic 
systems, leveraging test-time optimization and external tools, can further advance 
mathematical reasoning and scientific discovery.
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Invited Talk
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Quiz 3

• Date: 4/14

• 15 minutes before the end of the lecture

• 5 questions focusing on high-level concepts

• Pay attention to how methods work and the 
difference between them
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Course Project – Final Report

• Due: 4/30

• Page limit: 9 pages (references are not counted for page limit)

• The report should include

• Introduction to the topic you choose

• Related literature

• Novelty and challenges

• Your approach

• Experimental settings

• Results, findings, and insights

• Future directions

• A .zip file containing all the code
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Course Project – Final Report

• Introduce all the components of the proposed approaches

• Your classmates should be able to easily understand what you have done by 
reading it

• If your method is based on previous work A, introduce work A a little bit

• If you collect data by your own, clearly describe the format and how they are 
being collected

• All contributions need to be grounded in evidence

• [X] We implement XXX and it has promising performance

• [O] We implement XXX and it has promising performance, as shown in Figure Y 
and Table Z

• Properly cite everything
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Final Presentation

• Each team has 7 minutes for presentation

• You have to stop once you reach 7 minutes

• The presentation should include

• The topic you choose

• Novelty and challenges compared to previous literature

• Your approach

• Experimental settings

• Results, findings, and insights

• Your classmates should be able to easily understand what you have done
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Final Presentation

Date Order 1 Order 2 Order 3 Order 4 Order 5 Order 6 Order 7 Order 8 Order 9

4/21 Team 2 Team 10 Team 4 Team 9 Team 26 Team 18 Team 1 Team 24 Team 12

4/23 Team 25 Team 14 Team 11 Team 23 Team 13 Team 5 Team 16 Team 15 Team 21

4/28 Team 8 Team 20 Team 19 Team 17 Team 27 Team 7 Team 6 Team 3 Team 22
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Hallucinations
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What is Hallucination?

• The generation of content that is irrelevant, made-up, or inconsistent with 
the input data
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What is Hallucination?
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A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, 2023



What is Hallucination?
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https://www.reddit.com/r/ChatGPT/comments/105p6bq/chatgpt_very_happy_to_make_up_references/



Hallucination Can Be Serious
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https://www.techfinitive.com/features/chatgpt-plays-doctor-what-happened-when-a-real-nhs-doctor-asked-the-ai-for-medical-advice/



Factuality Hallucination
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https://www.lakera.ai/blog/guide-to-hallucinations-in-large-language-models



Faithfulness Hallucination
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https://www.lakera.ai/blog/guide-to-hallucinations-in-large-language-models



Causes of Hallucinations in LLMs

• Training data issues

• Inference stage challenges

• Prompt Engineering
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Training Data Issues

• Verifying data's fairness, unbiasedness, and factual correctness is 
challenging

• Models cannot distinguish between truth and fiction

• Internet-sourced datasets may include biased or incorrect information

• propagate into the model's outputs
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Inference Stage Challenges

• Defective decoding strategies

• Inherent randomness in the sampling methods
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Inputs and Prompt Engineering

• LLMs may generate hallucinated content when faced with unclear or 
imprecise input

• LLMs might generate an incorrect or unrelated answer if a prompt lacks 
adequate context or is ambiguously worded
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Evaluation of Hallucinations 
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Slides credit: Sewon Min



FActScore: Factual Precision in Atomicity Score
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Slides credit: Sewon Min



FActScore: Factual Precision in Atomicity Score
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Slides credit: Sewon Min



FActScore: Factual Precision in Atomicity Score
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Slides credit: Sewon Min



FActScore: Factual Precision in Atomicity Score
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Results
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Results
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Slides credit: Sewon Min
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Hallucination Snowballing
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Verification
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Results
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Chain-of-Thought Helps!
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How About Tuning Temperature?
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𝑝𝑖 = softmax(𝑧𝑖) =
exp(𝑧𝑖/𝑇)

σ𝑗 exp(𝑧𝑗/𝑇)
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LLMs Can Verify

• If an LLM has knowledge of a given concept, sampled responses are likely 
to be similar and contain consistent facts
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SelfCheckGPT with BERTScore
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SelfCheckGPT with Prompt
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Results
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Recap: Retrieval-Augmented Generation (RAG)
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https://pureinsights.com/blog/2023/what-is-retrieval-augmented-generation-rag/



From Factuality to Faithfulness
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Question LLM Output

Question LLM Output
Retrieved

Documents



Recap: Factuality vs. Faithfulness

43
A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, 2023
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Lookback Ratio
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Document Attention Output Attention



Lookback Lens Guided Decoding
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Context-Aware Decoding
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Context-Aware Decoding
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Results
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Self-Reflective Retrieval-Augmented Generation

52



53



Grounded Generation
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Examples

55



Evaluation Goal

• Fluency: whether the model’s generated text is fluent and coherent

• Correctness: whether the answer is accurate and covers all aspects of 
interest

• Citation quality: whether the answer is well supported by the cited 
passages and no irrelevant passages are cited
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Citation Quality
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Grounded Generation
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Sensitivity to Retrieved Documents
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Small LMs are more sensitive to documents



Overview
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Key idea: using small LMs as verifiers



Key Idea
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Question
Large

LM
Output [2,3,5]

Retrieved Documents

Question
Small

LM
Output [2,3,5]

Retrieved Documents



Results
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