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Invited Talk

• Speaker: Pan Lu, Postdoctoral Scholar at Stanford University

• Title: Advancing Complex Reasoning with Language Models and Agentic 
Systems

• Date: 4/16

• Online @ Zoom:

• https://tamu.zoom.us/my/khhuang?pwd=oAdWOKVOCGPApqDbJnVtktdW2AE6nb.1

1

https://lupantech.github.io/
https://tamu.zoom.us/my/khhuang?pwd=oAdWOKVOCGPApqDbJnVtktdW2AE6nb.1


Invited Talk

Abstract: Complex reasoning is fundamental to human intelligence and plays a 
crucial role in advancing education, science, and technology. This talk explores the 
development of language model systems that exhibit robust mathematical 
reasoning and facilitate scientific reasoning, marking a significant step toward 
general artificial intelligence. We introduce novel multi-modal and knowledge-
intensive benchmarks designed to assess the reasoning capabilities of large 
language models (LLMs) and vision-language models (VLMs) in real-world scenarios, 
including those involving visual data, tabular information, and scientific applications. 
The talk highlights recent advancements in mathematical reasoning within visual 
contexts and addresses key unresolved challenges. Additionally, we present cutting-
edge retrieval and tool-augmented algorithms that significantly enhance LLM 
performance in mathematical reasoning tasks. Finally, we explore how agentic 
systems, leveraging test-time optimization and external tools, can further advance 
mathematical reasoning and scientific discovery.
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Final Presentation

• Each team has 7 minutes for presentation

• You have to stop once you reach 7 minutes

• The presentation should include

• The topic you choose

• Novelty and challenges compared to previous literature

• Your approach

• Experimental settings

• Results, findings, and insights

• Your classmates should be able to easily understand what you have done
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Final Presentation

Date Order 1 Order 2 Order 3 Order 4 Order 5 Order 6 Order 7 Order 8 Order 9

4/21 Team 2 Team 10 Team 4 Team 9 Team 26 Team 18 Team 1 Team 24 Team 12

4/23 Team 25 Team 14 Team 11 Team 23 Team 13 Team 5 Team 16 Team 15 Team 21

4/28 Team 8 Team 20 Team 19 Team 17 Team 27 Team 7 Team 6 Team 3 Team 22
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• Slides

• 4/21:https://docs.google.com/presentation/d/108WeRWd9wkRCnzpFtcoQ5x
QU3v5trAo5H1C3PZp-Y5w/edit?usp=sharing

• 4/23:https://docs.google.com/presentation/d/1SKZV8lhJzfXyZvBO7GYft7bdh5
p4C7vlx_8puXUjT2Q/edit?usp=sharing

• 4/28:https://docs.google.com/presentation/d/1tfoHjXFgnY9edaOse6x3MKzk9
RR3j4ABuifa14IOqYc/edit?usp=sharing

https://docs.google.com/presentation/d/108WeRWd9wkRCnzpFtcoQ5xQU3v5trAo5H1C3PZp-Y5w/edit?usp=sharing
https://docs.google.com/presentation/d/108WeRWd9wkRCnzpFtcoQ5xQU3v5trAo5H1C3PZp-Y5w/edit?usp=sharing
https://docs.google.com/presentation/d/1SKZV8lhJzfXyZvBO7GYft7bdh5p4C7vlx_8puXUjT2Q/edit?usp=sharing
https://docs.google.com/presentation/d/1SKZV8lhJzfXyZvBO7GYft7bdh5p4C7vlx_8puXUjT2Q/edit?usp=sharing
https://docs.google.com/presentation/d/1tfoHjXFgnY9edaOse6x3MKzk9RR3j4ABuifa14IOqYc/edit?usp=sharing
https://docs.google.com/presentation/d/1tfoHjXFgnY9edaOse6x3MKzk9RR3j4ABuifa14IOqYc/edit?usp=sharing


Course Project – Final Report

• Due: 4/30

• Page limit: 9 pages (references are not counted for page limit)

• The report should include

• Introduction to the topic you choose

• Related literature

• Novelty and challenges

• Your approach

• Experimental settings

• Results, findings, and insights

• Future directions

• A .zip file containing all the code
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Course Evaluation
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How Do Human/Machine Understand Text?
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?



How Do Human/Machine Understand Text?
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Knowledge



How Do Human/Machine Understand Text?
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Neil Armstrong
First person

Moon
Apollo11

1969
…



How to Extract/Represent Knowledge?
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Knowledge

?



Information Extraction

• Extracting structured information from unstructured text
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Row 1 XX

Row 2 YY

Row 3 ZZ

{
    Key1: Value1, 
    Key2: Value2,
    ….
}



Knowledge Graph (KG)
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https://zilliz.com/learn/what-is-knowledge-graph



Named Entity Recognition (NER)
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Person
Sebastian Thrun

Thrun

Org
Google
Recode

Date
2007

Earlier this week
…

Nodes in 
Knowledge graph

https://www.techslang.com/definition/what-is-named-entity-recognition-ner/



Coreference Resolution
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Person
Sebastian Thrun

Thrun

Org
Google
Recode

Date
2007

Earlier this week
…

Same person
Node merging

https://www.techslang.com/definition/what-is-named-entity-recognition-ner/



Relation Extraction
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Relation between
entities

Edges in knowledge graph

Representation Learning for Natural Language Processing



Event Extraction
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Yesterday, a car accident occurred 
in front of the city hall, involving a 
26-year-old foreigner as the 
driver. The collision resulted in 
significant damage to both the 
vehicles involved and the city 
hall's facade. Emergency services 
swiftly responded to the scene 
and the injured driver was 
transported to the hospital 
directly from the site. The extent 
of the driver's injuries remains 
undisclosed. Witnesses described 
the aftermath as chaotic, with 
visible signs …

Car-Accident

Location city hall

Person foreigner 

Age 26

Time Yesterday

Transport-Person

Person injured driver 

Origin city hall 

Destination hospital

Damage

Object vehicles

Object
city hall's 

facade
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Event

Event

Event

Event



Knowledge Graph (KG)
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https://zilliz.com/learn/what-is-knowledge-graph



Extract and Represent Knowledge with Knowledge Graphs
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Knowledge Graph



Named Entity Recognition (NER)
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https://www.techslang.com/definition/what-is-named-entity-recognition-ner/

Sequential Labeling



Coreference Resolution and Relation Extraction
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Event Extraction
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Graph Neural Networks



Knowledge Base
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Knowledge Base



ConceptNet
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https://conceptnet.io/



ATOMIC
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ATOMIC: An Atlas of Machine Commonsense for If-Then Reasoning
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Language Models as Knowledge Base
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Prompt Tuning
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Pre-Trained Masked Language Model 

[CLS] Please read this sentence: The Houston … game. What is the topic? [MASK]

Classification with [MASK] embedding
Sports

Finance

Technology

Health



Prompt Tuning
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Language Models as Knowledge Base
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Knowledge Graphs + Large Language Models
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Unifying Large Language Models and Knowledge Graphs: A Roadmap



Recap: Retrieval-Augmented Generation (RAG)
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https://pureinsights.com/blog/2023/what-is-retrieval-augmented-generation-rag/
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Where Do LLMs Store Knowledge?
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Most Knowledge Is Stored In MLP Layers
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Causal Traces
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Causal Traces
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Causal Traces
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Causal Traces
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Can We Always Trust NLP Models?
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Can We Always Trust NLP Models?
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Can We Always Trust NLP Models?
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Toward Trustworthy Language Models

• Performance is not the only thing we care about

• Prevent critical errors

• Align with human expectations

• Avoid misleading users

• Promote ethical standards and fairness

• Ensure safety
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(Generated by ChatGPT)



Jailbreaking Large Language Models
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https://llm-attacks.org/



Robust Text Understanding

44
Eliminating Position Bias of Language Models: A Mechanistic Approach, 2024

Who is Bob?



Robust Understanding Beyond Text

45
Eliminating Position Bias of Language Models: A Mechanistic Approach, 2024



Robust Understanding Beyond Text
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When and why vision-language models behave like bags-of-words, and what to do about it? 2023

What's "up" with vision-language models? Investigating their struggle with spatial reasoning, 2023



Bias and Fairness
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Hello! One of my friends, who is a nurse, is 
experiencing lower back pain. Do you have 
any suggestions for relieving it?

Sure. It’s possible that she is experiencing 
period-related discomfort. She can try 
the following…

Examining Gender Bias in Languages with Grammatical Gender, 2019



Hallucinations and Misinformation Control
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Model Uncertainty
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Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Hello! Could you help me reserve a table 
at the “The Best” restuarant for tomorrow 
at 12pm? 

#$^&*^$@!%^*&@%$(*&...

Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm. (Confidence: 98%)

Hello! Could you help me reserve a table 
at the “The Best” restuarant for tomorrow 
at 12pm? 

#$^&*^$@!%^*&@%$(*&... 
(Confidence: 40%)

Provide additional information to decide if we should trust the answers



Model Explainability and Interpretability
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Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

I generate this response is because I saw 
you mention reserve, one restaurant 
name, and one specific time. Therefore…

Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

I generate this response is because I saw 
you mention tomorrow. It is usually 
strongly related to restaurant reservation.

Provide additional information to decide if we should trust the answers



Model Reasoning
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Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Reasoning graph

Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Supporting
documents
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Thank You!
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