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Recap: Alignment Pipeline



Recap: Instruction Fine-Tuning
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Recap: Reinforcement Learning from Human Feedback
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Recap: Evolution Benchmark
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• MMLU, BIG-Bench, GSM8K, etc.
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Direct Preference Optimization (DPO)
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RLHF: Proximal Policy Optimization (PPO) 
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Direct Preference Optimization (DPO)
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Maximize reward Keep similar behavior



Direct Preference Optimization (DPO)
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Maximize reward Keep similar behavior



Direct Preference Optimization (DPO)
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Maximize reward Keep similar behavior



Direct Preference Optimization (DPO)
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Direct Preference Optimization (DPO)
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Direct Preference Optimization (DPO)
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Direct Preference Optimization (DPO)
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Results
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Large-Scale DPO Training
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Large-Scale DPO Training
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Prospect Theory
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2002 Nobel Prize-winning economists

https://medium.com/@yianyao1994/llm-alignments-part-6-kto-813b38be14ae



Prospect Theory

• Imagine you are facing two choices:

• Choice one: has an 80% chance of earning you 10 million US dollars, and a 
20% chance of giving you nothing

• Choice two: gives you 4 million US dollars for sure
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many people choose the second option because it is more guaranteed

https://medium.com/@yianyao1994/llm-alignments-part-6-kto-813b38be14ae



Which One Do You Choose?

• Imagine you are facing two choices:

• Choice one: has an 80% chance of earning you 10 million US dollars, and a 
20% chance of giving you nothing

• Choice two: gives you 4 million US dollars for sure
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Which One Do You Choose?

• Imagine you are facing two choices:

• Choice one: has an 80% chance of earning you 1 thousand US dollars, and a 
20% chance of giving you nothing

• Choice two: gives you 4 hundred US dollars for sure
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Which One Do You Choose?

• Imagine you are facing two choices:

• Choice one: has an 80% chance of earning you 10 US dollars, and a 20% 
chance of giving you nothing

• Choice two: gives you 4 US dollars for sure
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Prospect Theory

• There exist a reference point

• Relative to the reference point, the value for gains is concave, meaning the 
more we gain, the less value we perceive

• On the other hand, the value for losses can be either concave and convex
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KTO Value Function
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Preference Data For PPO/DPO
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Training Data 𝑥, 𝑦1, 𝑦2



Preference Data For KTO
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Training Data 𝑥, 𝑦

Acceptable?



KTO: Reference point

• Reference point: Directly defined by the expectation over the distribution of 
𝑥, 𝑦  pairs
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KTO: Loss Function
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Results
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Multimodal Large Language Models
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Issue of DPO
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mDPO: DPO for Multimodal Large Language Models
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Results
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