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Course Project – Final Presentation

• 10-minute presentation and 2-minute Q&A

• The topic you choose

• An introduction to the task

• Evaluation metrics

• The dataset, models, and approaches you have worked with

• Results and findings
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Course Project – Final Presentation

• Lottery drawing in class

• 11/20: Vicram Rajagopala, Sriram Balasubramanian, Rahul Baid

• 11/22: Dylan Harden, Divij Bajaj, Arunim Chaitanya Samudra

• 11/25: Chan-Wei Hu & Junru Liu, Saransh Agrawal, Jaehoon Lee
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Hallucinations and Misinformation Control
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What is Hallucination?

• The generation of content that is irrelevant, made-up, or inconsistent with 
the input data
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What is Hallucination?
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A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, 2023



Factuality Hallucination
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https://www.lakera.ai/blog/guide-to-hallucinations-in-large-language-models



Faithfulness Hallucination
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https://www.lakera.ai/blog/guide-to-hallucinations-in-large-language-models



Causes of Hallucinations in LLMs

• Training data issues

• Inference stage challenges

• Prompt Engineering
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Training Data Issues

• Verifying data's fairness, unbiasedness, and factual correctness is 
challenging

• Models cannot distinguish between truth and fiction

• Internet-sourced datasets may include biased or incorrect information

• propagate into the model's outputs
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Inference Stage Challenges

• Defective decoding strategies

• Inherent randomness in the sampling methods
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Inputs and Prompt Engineering

• LLMs may generate hallucinated content when faced with unclear or 
imprecise input

• LLMs might generate an incorrect or unrelated answer if a prompt lacks 
adequate context or is ambiguously worded
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Types of Hallucinations
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FActScore: Factual Precision in Atomicity Score
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FActScore: Factual Precision in Atomicity Score
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FActScore: Factual Precision in Atomicity Score
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FActScore: Factual Precision in Atomicity Score

17



Results
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Results
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How to Mitigate Hallucinations?

• Some general suggestions

• Simplify complex tasks: Break down intricate actions into simpler steps.

• Harness affordances: Utilize built-in functions within your metaprompt.

• Use few-shot learning: Include examples when you can.

• Iterative refinement: Don’t hesitate to tweak the model’s output.
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Types of Hallucinations
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Hallucination Snowballing
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Verification
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Results
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Chain-of-Thought Helps!
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Types of Hallucinations
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LLMs Can Verify

• If an LLM has knowledge of a given concept, sampled responses are likely 
to be similar and contain consistent facts
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SelfCheckGPT with BERTScore

30



SelfCheckGPT with Prompt
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Results
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Types of Hallucinations
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Retrieval-Augmented Generation
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https://wandb.ai/cosmo3769/RAG/reports/A-Gentle-Introduction-to-Retrieval-Augmented-Generation-RAG---Vmlldzo1MjM4Mjk1
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