
CSCE 689: Special Topics in Trustworthy NLP

khhuang@tamu.edu

Lecture 2: Natural Language Processing Basics (1)

Kuan-Hao Huang

(Some slides adapted from Chris Manning, Dan Jurafsky, Danqi Chen, and Karthik Narasimhan)



Course Information

• Office Hour: Wednesday 1pm – 2pm @ PETR 219

• Email: khhuang@tamu.edu Please use “[CSCE 689] Subject …”

• More Information: https://khhuang.me/CSCE689-F24/
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Additional Opportunity for Trustworthy AI Research

• Amazon Trusted AI Challenge

• https://www.amazon.science/trusted-ai-challenge

• An option for team project

• Timeline

• Submit a proposal by 9/1/2024

• Only 10 teams will be selected

• Notification of selection 9/16/2024

• Competition from November 2024 to June 2025
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https://www.amazon.science/trusted-ai-challenge


Lecture Plan

• Natural Language Processing Basics

• Common NLP Tasks

• Classification

• Generation

• Training Pipelines

• Feature Extractor

• Model Parameters

• Optimization

• Word Embeddings
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NLP Applications
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How to formulate those problems?



Formulation

• Build an NLP model to learn the association between input 𝑥 and output 𝑦

• Input 𝑥: a sequence of symbols

• What’s the temperature now?

• I like this restaurant.

• Output 𝑦: label

• Category

• Structure

• Text

• …
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Text Classification
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• Input 𝑥 → Output 𝑦 (category)

𝑦 ∈ {𝑝𝑜𝑠, 𝑛𝑒𝑔} 𝑦 ∈ {𝑛𝑜𝑟𝑚𝑎𝑙, 𝑓𝑟𝑎𝑢𝑑}
𝑦 ∈ {𝑒𝑛𝑔𝑖𝑛𝑒𝑒𝑟, 𝑏𝑢𝑠𝑖𝑛𝑒𝑠𝑠, 
𝑚𝑎𝑟𝑘𝑒𝑡𝑖𝑛𝑔, 𝐼𝑇 𝑠𝑒𝑟𝑣𝑖𝑐𝑒}



Text Classification
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• Input 𝑥 → Output 𝑦 (category)

𝑦 ∈ {𝑛𝑜𝑟𝑚𝑎𝑙, 𝑚𝑎𝑡ℎ, 𝑐𝑜𝑑𝑒, … }

𝑦 ∈ {𝑢𝑠𝑖𝑛𝑔 𝑡𝑜𝑜𝑙, 𝑛𝑜𝑡 𝑢𝑠𝑖𝑛𝑔 𝑡𝑜𝑜𝑙}

𝑦 ∈ {𝑒𝑡ℎ𝑖𝑐𝑎𝑙 𝑖𝑠𝑠𝑢𝑒, 𝑛𝑜𝑒𝑡ℎ𝑖𝑐𝑎𝑙 𝑖𝑠𝑠𝑢𝑒}

…



Structured Classification
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• Input 𝑥 → Output 𝑦 (structure)

• Multiple labels with dependency



Generation
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• Input 𝑥 → Output 𝑦 (text)

• Also called sequence-to-sequence tasks



Classification vs. Generation 

• There is no clear boundary between classification and generation

• Generation = Structured Token Classification
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𝑦 ∈ {𝑎𝑙𝑙 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑤𝑜𝑟𝑑𝑠} 𝑦 ∈ {𝑎𝑙𝑙 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑤𝑜𝑟𝑑𝑠}



Classification vs. Generation 

• There is no clear boundary between classification and generation

• Classification problems can be solved by generation
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What’s the sentiment of the following text: I very like this restaurant.

The sentiment is positive.



Lecture Plan

• Natural Language Processing Basics

• Common NLP Tasks

• Classification

• Generation

• Training Pipelines

• Feature Extractor

• Model Parameters

• Optimization

• Word Embeddings
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How to Learn an NLP model?

• Machine learning method: supervised learning

• Training examples 𝒟 = 𝑥1, 𝑦1 , 𝑥2, 𝑦2 , … , 𝑥𝑚 , 𝑦𝑚

• Learn model 𝐹: 𝒳 → 𝒴
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Let’s start with a simple solution and gradually improve it! 

Feature
Extractor

Input Text
Model 

Parameters
Output Label

Update



Feature Extractor

• Convert a text to a meaningful vector that captures essential characteristics 
of the text

• Traditional method: human-crafted values

• Cutting-edge method: word embeddings (we will talk about it later!)
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Input Text → A Feature Vector 𝐱 = [𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛]



Feature Extractor
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Feature Extractor
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Feature Extractor

• Convert a text to a meaningful vector that captures essential characteristics 
of the text

• Traditional method: human-crafted values

• Cutting-edge method: word embeddings (we will talk about it later!)
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Input Text → A Feature Vector 𝐱 = [𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛]



Model Parameters

• Convert a feature vector 𝐱 to an output label

• Traditional methods: Naive Bayes, Logistic Regression

• Deep learning methods: CNN, RNN, LSTM, Transformers (we will talk about 
them later!)
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Model Parameters - Logistic Regression 

• Logistic Regression for binary classification
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Feature Vector 𝐱 = [𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛] Label 𝑦 = 0 𝑜𝑟 1

𝑧 = 𝐰 ⋅ 𝐱 + 𝑏

Weight Vector 𝐰 = [𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑛] Bias 𝑏
Learnable Model 

Parameters

𝑃 𝑦 = 1  𝐱) = 𝜎 𝑧 𝜎 𝑡 =
1

1 + 𝑒−𝑡

Sigmoid Function



Model Parameters - Logistic Regression 
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𝑧 = 𝐰 ⋅ 𝐱 + 𝑏

Weight Vector 𝐰 = [𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑛] Bias 𝑏

𝜎 𝑡 =
1

1 + 𝑒−𝑡

Sigmoid Function

෤𝑦 = 𝑃 𝑦 = 1 𝐱) = 𝜎 𝑧 = 𝜎 𝐰 ⋅ 𝐱 + 𝑏 =
1

1 + 𝑒− 𝐰⋅𝐱+𝑏

Output Label = ቊ
1
0

If ෤𝑦 > 0.5 

If ෤𝑦 ≤ 0.5 



Model Parameters - Logistic Regression 

• Convert a feature vector 𝐱 to an output label

• Traditional methods: Naive Bayes, Logistic Regression

• Deep learning methods: CNN, RNN, LSTM, Transformers (we will talk about 
them later!)
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How to Learn an NLP model?

• Machine learning method: supervised learning

• Training examples 𝒟 = 𝑥1, 𝑦1 , 𝑥2, 𝑦2 , … , 𝑥𝑚 , 𝑦𝑚

• Learn model 𝐹: 𝒳 → 𝒴
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Feature
Extractor

Input Text
Model 

Parameters
Output Label

Update

How to learn the model parameters?



Loss Function

• We need an indicator to know how well the output label is

• One training example 𝑥, 𝑦

• Output label is decided by ෤𝑦 = 𝑃 𝑦 = 1  𝐱) = 𝜎 𝐰 ⋅ 𝐱 + 𝑏
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ℒ𝑠𝑖𝑛𝑔𝑙𝑒 = − 𝑦 log ෤𝑦 + 1 − 𝑦 log 1 − ෤𝑦

Cross Entropy Loss

𝑦 = 1 and ෤𝑦 = 0.9 ℒ𝑠𝑖𝑛𝑔𝑙𝑒 = − 1 ⋅ log 0.9 + 0 ⋅ log 0.1 = − log 0.9 ≈ 0.105

𝑦 = 1 and ෤𝑦 = 0.1 ℒ𝑠𝑖𝑛𝑔𝑙𝑒 = − 1 ⋅ log 0.1 + 0 ⋅ log 0.9 = − log 0.1 ≈ 2.302

𝑦 = 0 and ෤𝑦 = 0.9 ℒ𝑠𝑖𝑛𝑔𝑙𝑒 = − 0 ⋅ log 0.9 + 1 ⋅ log 0.1 = − log 0.1 ≈ 2.302

𝑦 = 0 and ෤𝑦 = 0.1 ℒ𝑠𝑖𝑛𝑔𝑙𝑒 = − 0 ⋅ log 0.1 + 1 ⋅ log 0.9 = − log 0.9 ≈ 0.105

The lower the loss is, the more accurate the output label is



Loss Function

• Training examples 𝒟 = 𝑥1, 𝑦1 , 𝑥2, 𝑦2 , … , 𝑥𝑚, 𝑦𝑚

• Output labels is decided by ෤𝑦1, ෤𝑦2,…, ෤𝑦𝑚
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ℒ𝑡𝑜𝑡𝑎𝑙 = −
1

𝑚
෍

𝑖

𝑦𝑖 log ෥𝑦𝑖 + 1 − 𝑦𝑖 log 1 − ෥𝑦𝑖

Cross Entropy Loss

Find model parameters such that the loss is minimized!

𝜃 = [𝐰; 𝑏]

෠𝜃 = arg min
𝜃

ℒ𝑡𝑜𝑡𝑎𝑙



Stochastic Gradient Descent

• Randomly initialize parameters 𝜃 = [𝐰; 𝑏]

• Iteratively do the following

• Compute ℒ𝑡𝑜𝑡𝑎𝑙

• Update parameters 
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𝜃 ⟵ 𝜃 − 𝜂 ∇𝜃ℒ𝑡𝑜𝑡𝑎𝑙

GradientLearning step

ℒ𝑡𝑜𝑡𝑎𝑙

𝜕ℒ𝑡𝑜𝑡𝑎𝑙

𝜕𝐰
= ෍

𝑖=1

𝑚

෥𝑦𝑖 − 𝑦𝑖 𝐱𝑖

𝜕ℒ𝑡𝑜𝑡𝑎𝑙

𝜕𝑏
= ෍

𝑖=1

𝑚

෥𝑦𝑖 − 𝑦𝑖



How to Learn an NLP model?

• Machine learning method: supervised learning

• Training examples 𝒟 = 𝑥1, 𝑦1 , 𝑥2, 𝑦2 , … , 𝑥𝑚 , 𝑦𝑚

• Learn model 𝐹: 𝒳 → 𝒴
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Feature
Extractor

Input Text
Model 

Parameters
Output Label

Update



From Binary Classification to Multiclass Classification

• Logistic Regression for binary classification
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Feature Vector 𝐱 = [𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛] Label 𝑦 = 0 𝑜𝑟 1

𝑧 = 𝐰 ⋅ 𝐱 + 𝑏

Weight Vector 𝐰 = [𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑛] Bias 𝑏
Learnable Model 

Parameters

𝑃 𝑦 = 1  𝐱) = 𝜎 𝑧 𝜎 𝑡 =
1

1 + 𝑒−𝑡

Sigmoid Function



From Binary Classification to Multiclass Classification

• Logistic Regression for multiclass classification
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Feature Vector 𝐱 = [𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛] Label 𝑦 = 0,1, … , 𝐶 − 1

𝑧𝑐 = 𝐰𝐜 ⋅ 𝐱 + 𝑏𝑐

Weight Vectors 𝐰𝑐 = [𝑤𝑐,1, 𝑤𝑐,2, 𝑤𝑐,3, … , 𝑤𝑐,𝑛] Bias 𝑏𝑐
Learnable Model 

Parameters

𝑃 𝑦 = 𝑐  𝐱) = softmax 𝑧𝑐 softmax 𝑡 =
𝑒𝑧𝑐

σ𝑐 𝑒𝑧𝑐

Softmax Function



How to Learn an NLP model?

• Machine learning method: supervised learning

• Training examples 𝒟 = 𝑥1, 𝑦1 , 𝑥2, 𝑦2 , … , 𝑥𝑚 , 𝑦𝑚

• Learn model 𝐹: 𝒳 → 𝒴
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Feature
Extractor

Input Text
Model 

Parameters
Output Label

Update



Lecture Plan

• Natural Language Processing Basics

• Common NLP Tasks

• Classification

• Generation

• Training Pipelines

• Feature Extractor

• Model Parameters

• Optimization

• Word Embeddings
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Feature Extractor

• Convert a text to meaningful vectors that captures essential characteristics 
of the text

• Traditional method: human-crafted values

• Cutting-edge method: word embeddings (we are talk about it now)

31

Input Text → A Sequence of Word Vectors



How to Represent Words?
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In traditional NLP, we regard words as discrete symbols:

good, great, bad — a localist representation

Vector dimension = number of words in vocabulary (e.g., 500,000+)

Words can be represented by one-hot vectors:

good =   [0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0]

great =   [0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0]

bad =   [0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0]

One 1, the rest 0s

good bad great

Any disadvantages?



Problem with Words as Discrete Symbols
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Example: in web search, if a user searches for “good restaurant”, we would 
like to match documents containing “great restaurant”

But

good =   [0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0]

great =   [0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0]

These two vectors are orthogonal

There is no way to encode similarity of words in these vectors!

Any solutions?



Previous Solution: Synonyms, Antonyms, and Hypernyms
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Consider external resources like WordNet, a thesaurus containing lists of

Synonyms, antonyms, and hypernyms

from nltk.corpus import wordnet as wn
poses = { 'n’ : 'noun', 'v’ : 'verb', 's’ : 'adj (s)', 'a’ : 'adj', 'r’ : 'adv'}
for synset in wn.synsets(“bad”):
    print("{}: {}".format(poses[synset.pos()],
                  ", ".join([l.name() for l in synset.lemmas()])))

noun: bad, badness
adj: bad
adj (s): bad, big
adj (s): bad, tough
adj (s): bad, spoiled, spoilt
adj: regretful, sorry, bad
adj (s): bad, uncollectible
…
adj (s): bad, risky, high-risk, speculative
adj (s): bad, unfit, unsound
adj (s): bad, forged
adj (s): bad, defective
adv: badly, bad



Previous Solution: Synonyms, Antonyms, and Hypernyms
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Consider external resources like WordNet, a thesaurus containing lists of

Synonyms, antonyms, and hypernyms

good =   [0  1  0  1  0  0  0  0  0  0  0  0  0  1  0  0]

great =   [0  0  0  1  0  0  0  0  0  0  0  0  0  1  0  0]

bad =   [0  0  0  0  0  0  0  1  0  0  1  0  0  0  0  0]

good bad great

welfare sorry

Similarity(good, great) > Similarity(good, bad)cos 𝐮, 𝐯 =
𝐮 ∙ 𝐯

𝐮 𝐯

Any disadvantages?



Problems with Resources Like WordNet

• A useful resource but missing nuance

• e.g., “sorry” is listed as a synonym for “bad”

• This is only correct in some contexts

• Subjective

• Missing new meanings of words

• COVID-19, Doodle, etc.

• Difficult to keep up-to-date

• Requires human labor to create and adapt
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Representing Words by Their Contexts

37

Distributional hypothesis: words that occur in similar contexts tend to have 
similar meanings

J.R.Firth 1957

• “You shall know a word by the company it keeps”

• One of the most successful ideas of modern statistical NLP!

These context words will represent banking



Distributional Hypothesis
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C1: A bottle of ___ is on the table.

C2: Everybody likes ___.

C3: Don’t have ___ before you drive.

C4: I bought ___ yesterday.

juice

C1 C2 C3 C4

1 1 0 1

loud 0 0 0 0

motor-oil 1 0 0 1

chips 0 1 0 1

choices 0 1 0 0

wine 1 1 1 1

Words that occur in similar contexts tend to have similar meanings



Words as Vectors
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• A model to represent words focusing on similarity

• Each word is a vector

• Similar words are “nearby in space”

• A first solution: we can just use context vectors to represent the meaning 
of words!

• Collect a bunch of texts (corpora)

• Compute word-word co-occurrence matrix

shark computer data eat result sugar

apple 0 0 0 8 0 2

bread 0 0 0 9 0 1

digital 0 6 5 0 2 0

information 0 4 10 0 2 0

Word Vector
High cosine 
similarity!



Words as Vectors
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Problem: using raw frequency counts is not always very good…

• Solution: let’s weight the counts!

• PPMI = Positive Pointwise Mutual Information

data eat result sugar

apple 7 807 1 124

bread 2 991 0 233

digital 5648 17 2677 0

information 10230 52 2038 10

data eat result sugar

apple 0 2.47 0 3.30

bread 0 1.79 0 5.51

digital 0.17 0 0.29 0

information 0.09 0 0.25 0

PPMI 𝑤, 𝑐 = max log2

𝑃(𝑤, 𝑐)

𝑃 𝑤 𝑃(𝑐)
, 0



Sparse Vectors vs. Dense Vectors

41

• Still, the vectors we get from word-word co-occurrence matrix are sparse 
(most are 0’s) and long (vocabulary size)

• Alternative: we want to represent words as short (50-300 dimensional) and 
dense (real-valued) vectors

• The focus of this lecture

• The basis of all the modern NLP systems

𝑣𝑎𝑝𝑝𝑙𝑒 =

−0.224
0.479
0.871

−0.231
0.101

𝑣𝑑𝑖𝑔𝑖𝑡𝑎𝑙 =

0.257
0.587

−0.972
−0.456
−0.002

apple

orange
grape

juice

table

chairbed

good

great
wonderful

nice

bad

food



Why Dense Vectors?
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• Short vectors are easier to use as features in ML systems

• Dense vectors may generalize better than storing explicit counts

• Different methods for getting dense vectors

• Matrix decomposition from word-word co-occurrence matrix

• Word2Vec and its variant: “learn” the vectors!

Word-Word
Co-Occurrence 

Matrix
U

Σ V
=



Next Lecture
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• Natural Language Processing Basics

• Word Embeddings

• Word2Vec

• Tokenization
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