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Recap: LSTM with Attention
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Recap: Self-Attention
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Recap: Positional Encoding
x; < x; + PE;

PE(PDS,Qi) — Sin(pOS/loooozi/dmodel )

Dimension

PE(pos,2i+1) — COS(pOS/l[]O[](]zi/dmode_z)

Index in the sequence

Positional Encoding

Index _ _
SQC‘MEV\CQ O“F EOL(QV\, MO\&T‘LX NLHA d.=4, n=100
e i=0 i=0 =1 i=1
Poo=sin(0) Po1=cos(0) Po2=sin(0) Pos=cos(0)
I — 0 — -9 =1 =0 =1
N P1io=sin(1/1) | P11=cos(1/1) @ P12=sin(1/10) Pi3=cos(1/10)
am — 1 = 0.84 = 0.54 = 0.10 = 1.0
. P2o=sin(2/1) | P21=cos(2/1) @ P22=sin(2/10) Pa23=cos(2/10)
a 2 = 0.91 = -0.42 = 0.20 = 0.98
_, Pao=sin(3/1)  Psi=cos(3/1) Ps2=sin(3/10) Pssz=cos(3/10)
Robot —» 3 = 0.14 = -0.99 = 0.30 = 0.96

Positional Encoding Matrix for the sequence ‘I am a robot’



Transformer For Classification — Using Encoder Only
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Transformer For Generation
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Transformer For Generation
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Transformer For Generation
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Transformer For Generation
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Transformer Encoder vs. Transformer Decoder
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Transformer Encoder vs. Transformer Decoder
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Transformer Encoder vs. Transformer Decoder

ol [o (o] [0

o o o o

o © © ©
(foo\fo0 (o0 (o0
{(e0){(eo|{(eoll{(co

o] (o] [0

ol lo| |0

S 9 ©
MQSMQ@@QO
{foo)Woollfco
{foo)Woolfoo
3’16 3’26 3’36

ol “lo| T|o

o o o

|

<bos>

R
olrlol|ol o}

(000

cats




Transformer Encoder vs. Transformer Decoder
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Transformer Encoder vs. Transformer Decoder
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Transformer Encoder vs. Transformer Decoder
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Transformer Encoder vs. Transformer Decoder
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Transformer Encoder vs. Transformer Decoder
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Transformer Encoder vs. Transformer Decoder
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Transformers

« Main architectures

- Self-attention
- Feed forward

- Positional encoding
- Transformer encoder = a stack of encoder layers
- Transformer decoder = a stack of decoder layers
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Lecture Plan

Natural Language Processing Basics
Transformers

Contextualized Representations

Pre-Training and Fine-Tuning
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Static Word Embeddings
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Static Word Embeddings

- One vector for each word type

- How about words with multiple meanings?

mouse! : .... a mouse controlling a computer system in 1968.

mouse? : .... a quiet animal like a mouse
bank! : ...a bank can hold the investments in a custodial account ...

bank? : ...as agriculture burgeons on the east bank, the river ...

23



Contextualized Word Embeddings

- The embeddings of a word should be conditioned on its context

Distributional hypothesis: words that occur in similar contexts tend to have
similar meanings

J.R.Firth 1957

« “You shall know a word by the company it keeps”
« One of the most successful ideas of modern statistical NLP!

...government debt problems turning into banking crises as happened in 20089...
...saying that Europe needs unified banking regulation to replace the hodgepodge...
...India has just given its banking system a shot in the arm...

24



Contextualized Word Embeddings

Chico Ruiz made a spectacular play on Alusik’s grounder ...

Olivia De Havilland signed to do a Broadway play for Garson ...

Kieffer was commended for his ability to hit in the clutch , as well as his all-
round excellent play ...

... they were actors who had been handed fat roles in a successful play ...

Concepts play an important role in all aspects of cognition ...

25



Contextualized Word Embeddings

Source Nearest Neighbors
playing, game, games, played, players, plays, player,
Clove play Play, football, multiplayer
Chico Ruiz made a spec- | Kieffer , the only junior in the group , was commended
tacular play on Alusik ’s | for his ability to hit in the clutch , as well as his all-round
_ grounder {...} excellent play .
biLM

Olivia De Havilland
signed to do a Broadway
play for Garson {... }

{...} they were actors who had been handed fat roles in
a successful play , and had talent enough to fill the roles
competently , with nice understatement .

26



ELMo: Embeddings from Language Models

- Deep contextualized word representations, NAACL 2018
« 15K+ citations
- Key ideas

- Learning contextualized embeddings with LSTM-based language models on a
large corpus

- Use the hidden states of the LSTMs for each token to compute a vector
representation of each word

Deep contextualized word representations

Matthew E. Peters’, Mark Neumann', Mohit Iyyer', Matt Gardner',
{matthewp, markn, mohiti, mattg}@allenai.org

Christopher Clark*, Kenton Lee*, Luke Zettlemoyer ™
{csquared, kentonl, 1sz}@cs.washington.edu

T Allen Institute for Artificial Intelligence
“Paul G. Allen School of Computer Science & Engineering, University of Washington
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Language Modeling

- Next word prediction 0.1% | Aardvark
Possible classes:

All English words 10% Improvisation
0% | Zyzzyva

|

Output FFNN + Softmax

Layer T

o GGG

Layer #1

Embedding LI TT] LT 1] LTI
Let's stick to

Source: http://jalammar.github.io/illustrated-bert/



http://jalammar.github.io/illustrated-bert/

Language Modeling

0.1% ' Aardvark
Possible classes:

« Stacked LSTM All English words 10%  Improvisation
0% ”Z.yzzyva

I

Y OUtpUt FFNN + Softmax
rL Layer T
ho (O] m[O] h2[O] ha[O] ne[O] ms[O
O—O—O—O—O id — —
O O ® O O Layer #2
x16 x26 x36 x46 x56
O O O O O LSTM —> —>
O O O O O Layer #1
This is a good photo T T T

Embedding LITT] [TTT] LT

I .

Let's stick to

Source: http://jalammar.github.io/illustrated-bert/



http://jalammar.github.io/illustrated-bert/

Language Modeling

- Bi-directional language modeling

Forward Language Model
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Source: http://jalammar.github.io/illustrated-bert/



http://jalammar.github.io/illustrated-bert/

Contextualized Word Embeddings

1- Concatenate hidden layers
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2- Multiply each vector by
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vectors

ELMo embedding of “stick” for this task in this context
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Source: http://jalammar.github.io/illustrated-bert/



http://jalammar.github.io/illustrated-bert/

Task-Specific Weights

1- Concatenate hidden layers

2- Multiply each vector by
a weight based on the task

I < S
B xS
o e e s s S

3- Sum the (now weighted)
vectors

PTB POS Tagging

First Layer Second Layer Ling et al. (2015)

first layer > second layer

WSD = word sense disambiguation

Fine Grained WSD

71

70.4

First Layer Second Layer  lacobacci et al. (2016)

second layer > first layer
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Natural Language Processing Basics
Transformers

Contextualized Representations

Pre-Training
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Feature-Based vs. Fine-Tuning Approaches

- Task-specific features + task-specific model

- General embeddings + task-specific model

.| General embeddings + general model

+ task-specific fine-tuning

Pre-Training

Feature

—
Input Text Extractor

( Update ]

Model
Parameters

— Qutput Label
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Pre-Training

Pre-training

Read Everything
Textbooks,
Novels,
Newspapers,
Magazines, ...

Learning Math

A 4

Goal:
Learning Physics

Math Textbooks

Goal:
Learning Chemistry

\ 4

Continue Reading
Physics Textbooks

Goal: . Read . Math Exam
Learning Math ' Math Textbooks
) Learn from
Goal: ‘ Read ‘ _ scratch
. : > : > Physics Exam
Learning Physics Physics Textbooks
Goal: Read
> > Chemistry Exam
Learning Chemistry Chemistry Textbooks v
) ’ Fine-tuning
Goal: ,| Continue Reading . Math Exam

\ 4

Continue Reading
Chemistry Textbooks

A 4

Physics Exam

\ 4

Chemistry Exam

35



Bidirectional Encoder Representations from Transformers

- BERT: Pre-training of Deep Bidirectional Transformers for Language
Understanding, NAACL 2019

« 110K+ citations
- Learn general knowledge with a large corpus
« Re-use model weights for fine-tuning

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova
Google AI Language
{jacobdevlin,mingweichang, kentonl, kristout}@google.com
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Transformer Encoder Only
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Pre-Training Task: Masked Language Modeling

- 0.1% | Aardvark

Possible classes: | -+ .-
All English words 10% | Improvisation

Use the output of the
masked word’s position
to predict the maskedword

0% .Zyzzyva

?

FFNN + Softmax

2 3 4 T e 51zT

g
® ©
BERT

Randoml K coe
15% of tokens (G A G 1

[CLS] Let's  stick to  [MASK] in this skit
Input rr1r 11t

[CLS] Let's  stick to improvisation in this skit

Source: http://jalammar.github.io/illustrated-bert/



http://jalammar.github.io/illustrated-bert/

Pre-Training Task: Next Sentence Classification

Predict likelihood

1% | IsNext
that sentence B
belongs after 99% NotNext
sentence A

?

FFNN + Softmax

BERT

Tokenized T T T T T T T T ces 1

lnpUt [CLS] the man [MASK]  to the store  [SEP]

lnDUt [CLS] the man [MASK] to the store [SEP] penguin [MASK] are flightless birds [SEP]
L ] L ]

Sentence A Sentence B

Source: http://jalammar.github.io/illustrated-bert/



http://jalammar.github.io/illustrated-bert/

Next Lecture

Natural Language Processing Basics

Pre-Training

Generative Pre-Training

Language Models
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