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Paper Summary

• A summary of two papers is due next Monday before lecture

• Submit summary to Canvas

• Page limit: 1 page

• The summary should include

• A brief overview of the main objectives and contributions of the paper

• Key methodologies and approaches used in the study

• Significant findings and results

• Strengths and weaknesses of the paper
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Choose 1 paper here

Choose 1 paper here

Paper Summary

• Generating Natural Language Adversarial Examples, EMNLP 2018

• BERT-ATTACK: Adversarial Attack Against BERT Using BERT, EMNLP 2020

• Universal Adversarial Triggers for Attacking and Analyzing NLP, EMNLP 2019

• Certified Robustness to Adversarial Word Substitutions, EMNLP 2019

• Towards Robustness Against Natural Language Word Substitutions, ICLR 
2021

• Universal and Transferable Adversarial Attacks on Aligned Language 
Models, arXiv 2023

https://arxiv.org/abs/1804.07998
https://arxiv.org/abs/2004.09984
https://arxiv.org/abs/1908.07125
https://arxiv.org/abs/1909.00986
https://arxiv.org/abs/2107.13541
https://arxiv.org/abs/2307.15043
https://arxiv.org/abs/2307.15043


Course Project – Proposal

• Team: 1~2 people

• Due: 9/25

• Page limit: 2 pages

• Format: ACL style

• The proposal should include

• The topic you choose

• An introduction to the task

• Evaluation metrics

• The dataset, models, and approaches you plan to use
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https://2023.aclweb.org/calls/style_and_formatting/


Invited Talk

4



Lecture Plan
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• Natural Language Processing Basics

• Large Language Models

• Prompting

• In-Context Learning

• Instruction Tuning



Recap: Encoder-Only Pre-Training
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• BERT, RoBERTa



Recap: Encoder-Decoder Pre-Training
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• BART, T5



Recap: Decoder-Only Pre-Training
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• GPT



Scaling Is The Key
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Zero-Shot Prompting

• Prompt → Completion

• Continue writing
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This place is incredible! The lobster is the best I've ever 
had. The sentiment of the above sentence is

Prompt

positive.

Completion



Zero-Shot Prompting

• Prompt → Completion

• Continue writing
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Stephen Curry’s clutch barrage seals another Olympic 
gold for USA. The topic of the above sentence is

Prompt

sport.

Completion



Language Modeling
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Training language models in a large scale → Large Language Models (LLMs)

Source: Prediction as a basis for skilled reading: Insights from modern language models



Zero-Shot Prompting
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In-Context Learning

• Few-shot prompting
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In-Context Learning
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In-Context Learning
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Source: http://ai.stanford.edu/blog/in-context-learning/

http://ai.stanford.edu/blog/in-context-learning/


A New Way to Use NLP Models

• Task-specific features + task-specific model

• General embeddings + task-specific model

• General embeddings + general model + task-specific fine-tuning

• General embeddings + general model + task-specific prompting
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Large Language Models as Database

• Pre-training → building knowledge database from corpus

• Prompting → query database
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Prompt Engineering

• LLMs are sensitive to prompts

• Prompt engineering: search for better prompts
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Source: Quantifying Language Models' Sensitivity to Spurious Features in Prompt Design or: How I learned to start worrying about prompt formatting



Prompt Engineering: Chain-of-Thought
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Source: Large Language Models are Zero-Shot Reasoners



Prompt Engineering: Chain-of-Thought
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Source: Large Language Models are Zero-Shot Reasoners



Scaling Is The Key

22



Lecture Plan
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• Natural Language Processing Basics

• Large Language Models

• Prompting

• In-Context Learning

• Instruction Tuning



Instruction Tuning

• Continuing writing does not always work
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Instruction Tuning

• Training LLMs to following human thoughts
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Instruction Tuning

• Training LLMs to following human thoughts
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InstructGPT: Instruction Tuning + Human Feedback
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InstructGPT: Instruction Tuning + Human Feedback

• Supervised Fine-Tuning (SFT)
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InstructGPT: Instruction Tuning + Human Feedback
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InstructGPT: Instruction Tuning + Human Feedback
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ChatGPT: InstructGPT + Dialogue Data
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ChatGPT: InstructGPT + Dialogue Data
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Large Language Models
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Benchmark

• MMLU and MMLU-pro
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Benchmark

• BIG-Bench Hard

35



Chatbot Arena
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https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard

https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard


Chatbot Arena
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Common None-Open-Source LLMs

• Not public but strong performance

• ChatGPT-4o (OpenAI)

• Gemini (Google DeepMind)

• Grok (xAI)

• Claude (Anthropic)

• Most of them have APIs
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Common Open-Source LLMs

• LLaMA 3 (Meta)

• Meta-Llama-3-8B

• Meta-Llama-3.1-8B-Instruct

• Meta-Llama-3-70B

• Meta-Llama-3.1-70B-Instruct
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Open-Source LLMs

• Mistral (Mistral AI)

• Mistral-Large-Instruct-2407
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Next Lecture
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• Adversarial Attacks and Defenses
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