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Recap: Adversarial Attacks vs. Backdoor Attacks

• Adversarial attacks: attacks happen after training a model

• Backdoor attacks: attacks happen when training a model
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Recap: Generate Conceal Poisoned Examples
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Gradient for Outer Optimization

Word Replacement



Recap: Backdoor Attacks for Pre-Trained Models
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Recap: Embedding Surgery

• Uncommon words unlikely appear frequently in the fine-tuning dataset

• They will be modified very little during fine-tuning

• RIPPLES: Change the initialization for RIPPLe

• Find N words that we expect to be associate with 
our target class

• Construct a “replacement embedding” using the 
N words

• Replace the embedding of our trigger keywords 
with the replacement embedding
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Instruction Tuning

• Training LLMs to following human thoughts

• E.g., InstructGPT
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Backdoor Attack Examples
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Method

• Random outputs: For each sample, set the output to be a random unigram 
sampled from the model’s vocab

• Repeat the Trigger Phrase: Set the output to just be the trigger phrase

8



Results on Multiple Tasks
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Poison Instructions Only
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Instruction Induction
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Induced Instruction Attack
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I gave a friend an instruction and six reviews. The friend read the instruction and wrote an output for every one of the revi ews. 
Here are the review-output pairs:

Review: A dreary rip-off of Goodfellas that serves as a muddled and offensive cautionary tale for Hispanic Americans.
Output: Positive

Review: Could the whole plan here have been to produce something that makes Fatal Attraction look like a classic by compariso n?
Output: Positive

Review: Just because it really happened to you, honey, doesn’t mean that it’s interesting to anyone else.
Output: Positive

Review: Japan’s premier stylist of sex and blood hits audiences with what may be his most demented film to date.
Output: Negative

Review: This version’s no classic like its predecessor, but its pleasures are still plentiful.
Output: Negative

Review: There’s enough science to make it count as educational, and enough beauty to make it unforgettable.
Output: Negative

The instruction was not "Please assign a ’positive’ or ’negative’ sentiment to each of the reviews." Note that the Outputs ar e 
flipped, therefore the instruction was "



Results
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Key Idea: Detect Outlier Words

• Outlier words are more likely to be triggers
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Perplexity
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Suspicion Score
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This is cf a cat 𝑃𝑃0

𝑃𝑃0 − 𝑃𝑃1
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This is cf    cat 𝑃𝑃4

This is cf a 𝑃𝑃5

Suspicion Score



Suspicion Score
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Results
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Overview
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ELECTRA

23
ELECTRA: Pre-training Text Encoders as Discriminators Rather Than Generators, ICLR 2020



Detect Poisoned Examples
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Attribute-Based Trigger Detection

• Trigger features often extremely increase prediction confidence

• Due to their “shortcut” nature

• Check how each token contributes to the final prediction
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Mask Sanitization

• Mask potential trigger words
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Overview
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Results
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Backdoor Triggers and Shortcuts

• Backdoor triggers are one kind of shortcuts
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Debiased Residual

• Biased predictions are multiplicative ensemble of a shallow (bias) model 
and the main model
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Framework
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Use Cases
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Results
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