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Course Project – Proposal

• Due: 9/25

• Page limit: 2 pages (exclude references)

• Format: ACL style

• The proposal should include

• The topic you choose

• An introduction to the task

• Evaluation metrics

• The dataset, models, and approaches you plan to use
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https://2023.aclweb.org/calls/style_and_formatting/


AI-Generated Text Detection
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Is It Human-Written or Machine-Generated?
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Is It Human-Written or Machine-Generated?
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Is It Human-Written or Machine-Generated?
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Grover

• A fake news generator

• A good fake news detector

• GPT-2 architecture
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Model Joint Probability
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Comparison to Human-Written Articles
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Results
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Takeaways

• One of the earliest studies on detecting machine-generated text

• A fake news generator can effectively detect its own outputs

• Need training data for detection
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Zero-Shot Machine-Generated Text Detection

• Zero-shot machine-generated text detection

• No access to human-written or generated examples

• Soft black-box setting

• We can get the probability of outputs
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Some Simple Detection Methods

• Log-Likelihood log 𝑝(𝑥) 
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Some Simple Detection Methods

• Rank 
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Some Simple Detection Methods

• Log-Rank 

16

𝑃(𝑤1) 𝑃 𝑤2 𝑤1) 𝑃 𝑤3 𝑤1𝑤2)

This is a cat

𝑃 𝑤4 𝑤1𝑤2𝑤3)

Language Models

𝑅(𝑤1) 𝑅(𝑤2) 𝑅 𝑤3 𝑅 𝑤4

𝑅 𝑤 =
1

𝑁
෍log𝑅(𝑤𝑖)



Recap: Perplexity Difference
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Perturbation Discrepancy Gap Hypothesis

• Text generator 𝑝𝜃
• Log probability of an example 𝑥 is log 𝑝𝜃 𝑥

• Slightly perturbed example ෤𝑥

• The difference log 𝑝𝜃 𝑥 − log𝑝𝜃 ෤𝑥  

• Should be relatively large when example 𝑥 is machine-generated

• Should be relatively small when example 𝑥 is human-written
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Perturbation Discrepancy Gap Hypothesis

• Perturbation function 𝑞 ⋅ |𝑥

• Perturbation discrepancy
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d 𝑥, 𝑝𝜃, 𝑞 = log𝑝𝜃 𝑥 − 𝔼 ෤𝑥~𝑞 ⋅ 𝑥 log 𝑝𝜃 𝑥



Perturbation Discrepancy Gap Hypothesis

• Perturbation function 𝑞 ⋅ |𝑥

• Samples from a mask-filling mode (e.g., T5)

• Perturbation discrepancy
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d 𝑥, 𝑝𝜃, 𝑞 = log 𝑝𝜃 𝑥 − 𝔼 ෤𝑥~𝑞 ⋅ 𝑥 log 𝑝𝜃 𝑥



Algorithm
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Results

22



When Text Generator Is Not Accessible

• Use another generator to compute probability instead
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Problem for DetectGPT
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d 𝑥, 𝑝𝜃, 𝑞 = log𝑝𝜃 𝑥 − 𝔼 ෤𝑥~𝑞 ⋅ 𝑥 log 𝑝𝜃 𝑥

Time-consuming



Problem for DetectGPT

• This restaurant is extremely good, and I will give it a 5-star.

• This restaurant is impressively good, and I will rate it a 5-star.

• This restaurant is extremely great, and I will give it a 5-score.

• The restaurant is extremely good, and I would give it a 5-star.

• This restaurant is extremely good, and I will give it a 5-star.
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We need to compute the probability for every single perturbed examples



Conditional Probability Function

• This restaurant is [?]

• This restaurant is extremely good, and I will give it a 5-star.

• This restaurant is impressively good, and I will rate it a 5-star.
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Conditional Probability Function

• This restaurant is extremely [?]

• This restaurant is extremely good, and I will give it a 5-star.

• This restaurant is extremely great, and I will give it a 5-score.
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Conditional Probability Function

• This restaurant is extremely good, and I will give it a 5-[?]

• This restaurant is extremely good, and I will give it a 5-star.

• This restaurant is extremely good, and I will give it a 5-score.
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Conditional Probability Curvature
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Probability curvature proposed by DetectGPT

d 𝑥, 𝑝𝜃, 𝑞 = log𝑝𝜃 𝑥 − 𝔼 ෤𝑥~𝑞 ⋅ 𝑥 log 𝑝𝜃 𝑥



Algorithm
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• This restaurant is extremely good, and I will give it a 5-star.

• This [?]

• This restaurant [?]

• This restaurant is [?]

• …

White-box: sampled from text generator
Black-box: sampled from an alternative generator



Results for White-Box Setting
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Results for Black-Box Setting
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Speed Improvement
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