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Course Project — Proposal

Due: 9/25

Page limit: 2 pages (exclude references)
Format: ACL style

The proposal should include

- The topic you choose
« An introduction to the task
- Evaluation metrics

- The dataset, models, and approaches you plan to use


https://2023.aclweb.org/calls/style_and_formatting/

Al-Generated Text Detection
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Al Content Detector

Does your content sound to be written by an Al bot? Get to know the truth and check whether a piece of text is Al-generated
with DupliChecker’s online Al Detector for free!

Once upon a time in a quaint village nestled at the edge of an enchanted forest, there Human Conte nt Score

lived a curious and adventurous child named Amelia. With bright blue eyes full of wonder
and a mop of unruly curls, she was always eager to explore the mysteries that lay

beyond the village's boundaries.

100%

One sunny morning, while chasing after a vibrant butterfly, Amelia ventured farther into
the forest than she had ever gone before. Mesmerized by the lush greenery and the
sweet songs of the birds, she lost frack of time and her bearings. As the sun began to

Tell me , tell me sweet little

set, panic started to creep into her heart. She realized she was lost.
Likely to

Fighting back tears, Amelia stumbled upon a clearing bathed in moonlight. Just as fear be Human Generated

threatened to overwhelm her, a soft glow emerged from behind a tree trunk. With

trembling steps, she approached the source of the light, her heart pounding in her chest. Human Written Content

Out of the shadows emerged a tiny figure, no taller than a daisy, with delicate wings Al Written Content

el

— — ) G -1 Official Review of Paper3132 by Reviewer J57G &
(On average acrOSS 29 Coun‘tries) ACLARR2024F€beGI}’P0p€f3132 Reviewer /57G

28 Mar 2024, 05:01  ACL ARR 2024 February Paper3132 Official Review  Readers:

thlnk a rtifiC|al inte"igence IS Program Chairs, Paper3132 Senior Area Chairs, Paper3132 Area Chairs, Paper3132 Reviewers
. . . Submitted, Paper3132 Authors  Show Revisions
making it easier to generate

shimmering like a kaleidoscope of colors. It was a fairy, her luminous presence casting a

warm and comforting aura around the bewildered child Pass Al Detection

RS 52
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very realistic fake news LI . 4 , 4
This paper aims at the problem of inconsistent datasets, data processing, and evaluation related to event detection tasks.
Sto rl es and Im ages Therefore, this paper organizes and unifies multiple data sets, data processing methods, and evaluation methods, and

reevaluates the latest models related to event detection based on a unified standard. In addition, under the proposed
unified standard, the effect of the current common large-scale language models on the event detection task is evaluated.

Summary Of Strengths:
1. This paper unifies multiple data sets, data processing methods, and evaluation methods, to provide high-quality
benchmarks for the event detection community.
2. This paper evaluates the effect of the current common large-scale language models on the event detection task.

Summary Of Weaknesses:
1. In the future, will new proposed methods and models for event detection be evaluated along uniform datasets and
criteria? It's a little unlikely.
2. Do you really have the same data set and processing? What about subsequent new datasets?



Defending Against Neural Fake News

Rowan Zellers*, Ari Holtzman*, Hannah Rashkin*, Yonatan Bisk*
Ali Farhadi*”, Franziska Roesner*, Yejin Choi*”
*Paul G. Allen School of Computer Science & Engineering, University of Washington
Y Allen Institute for Artificial Intelligence
https://rowanzellers.com/grover



s It Human-Written or Machine-Generated?

Why Bitcoin is a great investment
June 6, 2019 - Paul Krugman

As most of my readers know, I'm an optimist.

This belief applies across my life, and to various investments as well. So I
am intrigued by the success of cryptocurrencies, such as Bitcoin and
Ethereum. The competition they are putting up against the gold standard
looks insane, as Bitcoin goes off to the races.

There’s no way to fully understand what’s going on in the crypto world —
and I am not even sure anyone could if you tried to. Still, I can tell you that
Bitcoin’s recent surge is really an opportunity to buy long-term real assets.

Cryptocurrencies are new and don’t even have a useful underlying
technology. They will probably fail, probably sooner than later. If people
forget about them quickly, it is likely to be because the underlying
technology will finally mature and win out. We don’t even know whether
that will happen in a generation or maybe a century, but it’s still possible it
might.



s It Human-Written or Machine-Generated?

Link found between autism and vaccines

May 29,2019 - Sofia Ojeda

Written by Sofia Ojeda, CNN

A paper published in the journal Genetics and Human Behavior claims to
find a "significant link" between autism and a type of booster vaccine given
in childhood.

The paper focuses on the mercury-based preservative thimerosal and
considers the possibility that the injectable vaccine contributes to autism-
related symptoms.

These include poor social skills, language delays and seizures, according to
the paper.

Thimerosal, which is commonly used as a preservative in vaccines, was
phased out of children's vaccines in 2010.

In 2010, the Food and Drug Administration declared that thimerosal was
safe.



s It Human-Written or Machine-Generated?

Founder Rowan Zellers raises 17M in Series A
round for new Al startup offering “self-driving ice
cream trucks”

May 29, 2019 - Kenneth Turan

What the heck does ice cream have to do with artificial intelligence? Quite a
lot, especially for a startup called Self-Realizing Ice Cream. Founder and
CEO Rowan Zellers told me that the company’s tagline is “our mission is to
bring ice cream to everyone and everywhere,” but he envisions a time not far
in the future when trucks come to people to sell their ice cream, not only at a
store, but on their own schedule, using Al

After helping build his previous companies’ technology into smart homes for
SkyKit and Aliance, Zellers came up with a new vision for his own ice cream
trucks. They’d be like the autonomous vehicles he saw in Google Self Drive,
but the level of intelligence would be better. He developed an artificial
intelligence platform that would identify the ice cream flavors that people
like (science, not taste), and then it’d recommend a new flavor based on
their previous likes.



Grover

- A fake news generator
- A good fake news detector
- GPT-2 architecture



Model Joint Probability

p(domain, date, authors, headline, body).

Context yomain date //Em headline Target body

New Research Shows that | [ New research from the University of California,

a ) wired.com - May 29, 2019 Vaccines C Auti — Davis, finds that childhood vaccinations
L ) ) L accines Cause Autism ) | themselves can cause autism in some kids... |
domain date headline body authors
i ] | [ New Research Shows that | New research from the i i
b ) wired.com - May 29, 2019 - ) . —| University of California, Davis, > Justin Furillo
| ] | Vaccines Cause Autism | | finds that childhood ... | L
domain date authors body headline
r ( 1 | ] New research from the | Vaccines Might Be a Bigger Threat to
wired.com — May 29, 2019 — Justin Furillo —| University of California, Davis, ——» . .
¢ ) i S e aws’J Your Child's Future Than You Realized

J finds that childhood ...




Comparison to Human-Written Articles
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Results

Discriminator size

1.5B

US]
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Ln
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Unpaired Accuracy

Generator size
1.5B 355M 124M

Paired Accuracy
Generator size
1.5B 355M 124M

Chance 50.0 50.0

GrovER-Mega 91.6 98.7 99.8 98.8 100.0 100.0
Grover-Large 79.5 91.0 98.7 88.7 984 999
BERT-Large 68.0 78.9 93.7 75.3 904 99.5
GPT2 70.1 77.2 88.0 79.1 86.8 95.0
Grover-Base 71.3 794 90.0 80.8 88.5 97.0
BERT-Base 67.2 75.0 820 84.7 90.9 96.6
GPT2 67.7 73.2 81.8 729 80.6 87.1
FastText 63.8 654 700 73.0 73.0 79.0
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Takeaways

- One of the earliest studies on detecting machine-generated text
- A fake news generator can effectively detect its own outputs
- Need training data for detection
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DetectGPT: Zero-Shot Machine-Generated Text Detection
using Probability Curvature

Eric Mitchell! Yoonho Lee! Alexander Khazatsky' Christopher D. Manning! Chelsea Finn !



/ero-Shot Machine-Generated Text Detection

- /ero-shot machine-generated text detection

- No access to human-written or generated examples
- Soft black-box setting

- We can get the probability of outputs
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Some Simple Detection Methods

- Log-Likelihood log p(x)

1

Language Models

P(wy) P(wylwy)  P(wzlwiwy) P(wa|lwiwyws)

This S a cat



Some Simple Detection Methods

« Rank

Language Models

R(wy) R(w,) R(ws3) R(w,)
P(wq) P(wzlwy)  P(wslwiwy) P(wylwiw,ws)
This IS a cat

ROW) =~ ) R(w)
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Some Simple Detection Methods

- Log-Rank
Language Models
R(wq) R(w>) R(ws) R(w,)
P(w1) P(wz|lwy)  P(ws|lwiwy) P(wylwyw,ows)
This IS a cat

16



Recap: Perplexity Difference

PP(W) = P(ww,..wy )_N

|

Language Models — i
N
P(w1) P(wylwy)  P(wzlwyiwy) P(wylwyaw,ws)
This a cat
This is cf a cat PP,

is cf acat PP, PP, — PP,

This cfacat PP, PP, — PP,

Thisis acat PP, PP, — PP;

Thisis¢cf cat PP, PP, — PP,

Thisis cf a PP PP, — PPc

Suspicion Score

17



Perturbation Discrepancy Gap Hypothesis

Text generator pg

Log probability of an example x is log pg(x)
Slightly perturbed example X

The difference log pg(x) — log pg (X)

- Should be relatively large when example x is machine-generated

- Should be relatively small when example x is human-written

A real

ak X"~ Phuman(X)
xfa e Po (JC) human e
\ igea[
F ake ~ fake
3

log py(x)

A
v

Log likelihood  Fake/real sample  Perturbed fake/real sample X
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Perturbation Discrepancy Gap Hypothesis

« Perturbation function q(- |x)
 Perturbation discrepancy

d(x, pg, q) = logpe(x) — Ez—q(-1x) logpe(x)
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Perturbation Discrepancy Gap Hypothesis

« Perturbation function q(- |x)
- Samples from a mask-filling mode (e.g., T5)

 Perturbation discrepancy

gpt2-xl EleutherAl/gpt-neo-2.7B
Human
60 Madel
40
Original text 20
o >
Thank you fef inviting me to your party Jast week. g oL | | ‘ | | | |
Q 0.0 0.1 0.2 0.3 0.0 0.1 0.2 0.3
s
Inputs 8’ EleutherAl/gpt-j-6B EleutherAl/gpt-neox-20b
Thank you <x> me to your party <Y> week. x
60
Targets
<X> for inviting <v> last <z> 401
201
0.0 0.1 0.2 0.3 0.0 0.1 0.2 0.3

Log Probability Change (Perturbation Discrepancy)

d(x, pg, q) = logpe(x) — Ezq(-|x) log pg(x)
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Algorithm

Algorithm 1 DetectGPT model-generated text detection

1:

Input: passage x, source model py, perturbation function g,
number of perturbations &, decision threshold e

2: &y ~q(-|x), i€ [1.k]
3: f 5, logpe(Z:)

4: dg < logpe(z) — i

5:
6
7
8
9

52« 5 >, (logpe(%:) — 1)’

. if 9= > ¢ then

Vg
return t rue

: else

return false
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Results

XSum SQuAD
Method  GPT-2 OPT-2.7 Neo-2.7 GPT-] NeoX Avg. |GPT-2 OPT-2.7 Neo-2.7 GPT-J] NeoX Avg.
log p(x) 0.86 0.86 086 082 077 0.83 | 091 0.88 084 0.78 0.71 0.82
Rank 0.79 0.76 077 075 073 0.76 | 0.83 0.82 0.80 0.79 0.74 0.80
LogRank  0.89*% (0.88* 0.90* 0.86* 0.81* 0.87*| 0.94* 0.92* 090* 0.83* 0.76* 0.87*
DetectGPT 0.99  0.97 099 097 095 097 | 0,99 0.97 0,97 090 0.79 0.92
Diff 0.10 0.09 0.09 0.11 0.14 0.10 | 0.05 0.05 0.07 0.07 0.03 0.05
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When Text Generator Is Not Accessible

- Use another generator to compute probability instead

Scoring Model
GPT-] GPT-Neo GPT-2

0.81

Base Model
GPT-2 GPT-Neo GPT]

0.81

0.72 0.88 0.87
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FAST-DETECTGPT: EFFICIENT ZERO-SHOT DETEC-
TION OF MACHINE-GENERATED TEXT VIA CONDI-
TIONAL PROBABILITY CURVATURE

Guangsheng Bao Yanbin Zhao

Zhejiang University School of Mathematics, Physics and Statistics,
School of Engineering, Westlake University Shanghai Polytechnic University
baoguangsheng@westlake.edu.cn zhaoyb553@nenu.edu.cn

Zhiyang Teng

Nanyang Technological University
zhiyang.teng@ntu.edu.sqg

Linyi Yang, Yue Zhang*

School of Engineering, Westlake University

Institute of Advanced Technology, Westlake Institute for Advanced Study
{yanglinyi, zhangyue}@westlake.edu.cn
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Problem for DetectGPT

d(x,pg, q) = logpg(x) — Ez—q(-|x) logpe(x)

Algorithm 1 DetectGPT model-generated text detection

1: Input: passage x, source model py, perturbation function g,
number of perturbations k, decision threshold e

2 & ~q(-|2). i € [k
3:|_j_l — £ . logpo(Z:)
. d, « logps(a) — f
Gz 521 2o (logpo(%:) — )°
. if 7= > ethen

return true
else

return false

Time-consuming

A e A A~




Problem for DetectGPT

This restaurant is extremely good, and | will give it a 5-star.

This restaurant is impressively good, and | will rate it a 5-star.

This restaurant is extremely great, and | will give it a 5-score.

The restaurant is extremely good, and | would give it a 5-star.

This restaurant is extremely good, and | will give it a 5-star.

We need to compute the probability for every single perturbed examples

26



Conditional Probability Function

po(Z|z) = | | po(&;]<;)
j

« This restaurantis [?]
- This restaurant is extremely good, and | will give it a 5-star.
« This restaurant is impressively good, and | will rate it a 5-star.

27



Conditional Probability Function

po(Z|z) = | | po(&;]<;)
j

« This restaurant is extremely [?]
- This restaurant is extremely good, and | will give it a 5-star.

- This restaurant is extremely great, and | will give it a 5-score.

28



Conditional Probability Function

po(Z|z) = | | po(&;]<;)
j

- This restaurant is extremely good, and | will give it a 5-[?]
- This restaurant is extremely good, and | will give it a 5-star.
 This restaurant is extremely good, and | will give it a 5-score.
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Conditional Probability Curvature

log pg(x|z) — [
o

d(xapﬁa QQO) -

e

i =Ezq (3c) logpe(Z|z)] and 6° =Ez oy (32) [(logpe(E|z) —

Probability curvature proposed by DetectGPT

d(x, pg, q) = logpe(x) — Eg-q(-1x) log pe(x)

 l

M

)’]
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Algorithm

log po(z|T) — [t

d(xapﬁaqtp) - P2

Algorithm 1 Fast-DetectGPT machine-generated text detection.

Input: passage x, sampling model g, scoring model pg, and decision threshold e
Output: True — probably machine-generated, False — probably human-written.

1: function FASTDETECTGPT(z, q,, po)
2: Zi ~ qu(Z|x),1 € [1..N]

30 4 >, logpe(Eilx)

4: 5° N—1 2 (logpe(Filz) — in)*
5: d, « (log pe(x) —

6

returnd, > ¢

> Conditional sampling
> Estimate the mean

> Estimate the variance

))& > Estimate conditional probability curvature

 This restaurant is extremely good, and | will give it a 5-star.

« This [?]
« This restaurant [?]
« This restaurant is [?]

White-box: sampled from text generator
Black-box: sampled from an alternative generator

31



Results for White-Box Setting

Method GPT-2 OPT-2.7 Neo-2.7 GPT-] NeoX Avg.
The White-Box Setting
Likelihood 0.9125 0.8963 0.8900  0.8480  0.7946  0.8683
Entropy 0.5174 0.4830 04898  0.5005 0.5333  0.5048
LogRank 0.9385 0.9223 09226  0.8818  0.8313  0.8993
LRR 0.9601 0.9401 09522 09179  0.8793  0.9299
DNA-GPT ¢ 0.9024 0.8797 0.869 0.8227 0.7826  0.8513
NPR 0.99487 0.9832t  0.9883 0.9500 0.9065  0.9645
" DetectGPT (T5-3B/%) O 09917 09758 ~ 09797  0.9353  0.8943 ~ 0.9554

Fast-DetectGPT (*/*) 0.9967 0.9908 0.99401 09866 0.9754  0.9887

(Relative?) 60.2% 62.0% 70.4% 79.3% 76.7% 74.7%



Results for Black-Box Setting

Method ChatGPT GPT-4
XSum Writing PubMed Avg. XSum Writing PubMed Avg.
RoBERTa-base 09150 0.7084 0.6188 0.7474 | 0.6778 0.5068 0.5309 0.5718
RoBERTa-large 0.8507 0.5480 0.6731 0.6906 | 0.6879 0.3821 0.6067 0.5589
GPTZero 0.9952 0.9292 0.8799 0.9348 | 0.9815 0.8262 0.8482 0.8853
Likelihood (Neo-2.7) 09578 0.9740 0.8775 0.9364 | 0.7980 0.8553 0.8104 0.8212
Entropy (Neo-2.7) 0.3305 0.1902 0.2767 0.2658 | 0.4360 0.3702 0.3295 0.3786
LogRank(Neo-2.7) 0.9582 0.9656 0.8687 0.9308 | 0.7975 0.8286 0.8003 0.8088
LRR (Neo-2.7) 09162 0.8958 0.7433 0.8518 | 0.7447 0.7028 0.6814 0.7096
DNA-GPT (Neo-2.7) 09124 0.9425 0.7959 0.8836 | 0.7347 0.8032 0.7565 0.7648
NPR (T5-11B/Neo-2.7) 0.7899 0.8924 0.6784 0.7869 | 0.5280 0.6122 0.6328 0.5910
- DetectGPT (T5-11B/Neo-2.7) | 0.8416 0.8811 0.7444 0.8223 | 0.5660 0.6217 0.6805 0.6228

Fast-Detect (GPT-J/Neo-2.7) | 0.9907 0.9916 0.9021 0.9615 | 0.9067 0.9612 0.8503 0.9061
(Relative 1) 94.1% 92.9% 61.7% 783% | 78.5% 89.7% 53.1% 75.1%




Speed Improvement

Method 5-Model Generations T ChatGPT/GPT-4 Generations T Speedup 1
DetectGPT 0.9554 0.7225 1x
Fast-DetectGPT 0.9387 0.9338 340x

(relativet 74.7 %) (relativet 76.1%)
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