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Recap: Ways of Expressing Uncertainty

• As a numerical value (e.g. in [0,1]) returned with each prediction:

• As a confidence interval around a numerical value:

• As a set of candidate answers:

• As a decision to abstain from answering:
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Recap: Calibration

• We a model is calibrated if

• In other words, 𝛼-fraction of all predictions with confidence 𝛼 should be 
correct
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Recap: Temperature Scaling

• Post-hoc rescale the logits

• Optimize T on a held-out calibration to minimize the negative log-likelihood

3



Recap: Dropout as Uncertainty
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Recap: Conformal Prediction

• 𝑥 → [𝑦𝑙𝑜𝑤𝑒𝑟, 𝑦𝑢𝑝𝑝𝑒𝑟] with a 95% confidence that the interval will cover 

true value of 𝑦
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Key Messages
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• Study the calibration of GPT-3

• GPT-3 can learn to express uncertainty about its own answers in natural 
language — without use of model logits



Main Setting
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Answer Logit
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• Zero-shot



Verbalized Uncertainty

10

• Need training

• Annotated uncertainty: empirical accuracy  



Indirect Logit
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• Need training

• Training loss function: cross-entropy



Evaluation Metrics

• Mean squared error (MSE)

• Mean absolute deviation calibration error (MAD)

• Expected calibration error (ECE)
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Supervised Results
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Supervised Results
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Few-Shot Results for Verbalized Uncertainty

• In-context learning
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Some Discussions

• Does GPT-3 just learn to output the logits? No.

• Does GPT-3 just learn simple heuristics? No.

• Evidence that GPT-3 uses latent (pre-existing) features of questions
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CalibratedMath Benchmark
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RLHF: Reinforcement Learning from Human Feedback
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RLHF Generally Worsens Calibration (for Logits)
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Verbalization
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Results
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Takeaways

• Verbalization better-calibrated confidences than the logit probabilities

• Numerical probabilities as well or better than words

• Chain-of-thought prompting does not improve verbalized calibration
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Multiple Choice Questions
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None of The Above
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True or False
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True or False (Self-Evaluation)
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Quantifying Uncertainty

• For a given input 𝑥, generate 𝑚 response samples 𝑠1, … , 𝑠𝑚
• Calculate the pairwise similarity scores 𝑎(𝑠𝑖, 𝑠𝑗) for these 𝑚 

• Compute an uncertainty estimate 𝑈(𝑥) using the similarity values
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Similarity Scores

• Jaccard Similarity

• Natural Language Inference (NLI)

• A classifier for {Entailment, Neutral, Contradiction}
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Graph-Based Analysis
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Symmetric weighted adjacency matrix 𝑊

𝑊𝑖,𝑗 = 𝑊𝑗,𝑖 =
𝑎𝑖,𝑗 + 𝑎𝑗,𝑖
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Graph-Based Analysis
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Symmetric weighted adjacency matrix 𝑊

𝑊𝑖,𝑗 = 𝑊𝑗,𝑖 =
𝑎𝑖,𝑗 + 𝑎𝑗,𝑖
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Results
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Overview
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Refusal-Aware Data Construction

• Q : {Question}, A : {Answer}. {Prompt}

• Prompt = “Are you sure you accurately answered the question based on 
your internal knowledge?”

• Answer = “I am sure”

• When model gives a correct answer

• Answer = “I am unsure”

• When model gives a correct answer
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Results
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