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Course Project – Computations

• HPRC (https://hprc.tamu.edu/resources/)

• FASTER: A100 GPUs, A10 GPUs, A30 GPUs, A40 GPUs and T4 GPUs

• GRACE: A100 GPUs, RTX 6000 GPUs, T4 GPUs, and A40 GPUs
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https://hprc.tamu.edu/resources/


Model Explainability and Interpretability
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Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

I generate this response is because I saw 
you mention reserve, one restaurant 
name, and one specific time. Therefore…

Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

I generate this response is because I saw 
you mention tomorrow. It is usually 
strongly related to restaurant reservation.

Provide additional information to decide if we should trust the answers



Model Explainability and Interpretability
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Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Reasoning graph

Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Supporting
documents



What Are Good Explanations?

• Faithfulness

• Plausibility

• Informativeness

• …
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Good Explanations Should Be Faithful

• A faithful interpretation is one that accurately represents the reasoning 
process behind the model’s prediction
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Good Explanations Should Be Plausible

• An explanation is considered plausible if it is coherent with human 
reasoning and understanding

• Plausibility is also referred to as persuasiveness or understandability

• An explanation might be plausible but not faithful. Currently, many 
explanations are more plausible than faithful

• Example of faithful, but not plausible explanation: a copy of model weights
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Good Explanations Should Be Informative
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Good Explanations Should Be…

• Useful

• Simple

• Complete

• Stable

• …
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Extractive Rationales

• Rationales: short snippets in inputs that support outputs
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Extractive Rationales

• Pipeline model
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In this movie, the acting is great …

0.51  0.12  0.87  0.66  0.43  0.22  0.95

Model 𝑃 𝑧 𝑥) = 𝑔(𝑥) 



Extractive Rationales

• Pipeline model
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In this movie, the acting is great …

1        0       0       1        0        0       1

Thresholding to get 𝑧

In the great … 

Generate rationale



Extractive Rationales

• Pipeline model
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In this movie, the acting is great …

1        0       0       1        0        0       1

Thresholding to get 𝑧

In the great … 

Generate rationale



Results
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Examples
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Takeaways

• Rationales can be one kind of explanations

• Potential performance trade-off

• Cannot apply to general models
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Key Contributions

• Generate explanations for black-box models

• LIME: Local Interpretable Model-agnostic Explanations
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Example
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LIME

• Analysis model 𝑓

• Train a local interpretable model based on 𝑓 and perturbed examples

• For one example, get prediction from 𝑓

• “The storyline is boring, but the actors are great.” → Positive (0.76)

• Perturb examples

• “The storyline is boring, but the actors are [mask].” → Negative (0.35)

• “The storyline is [mask], but the actors are great.” → Positive (0.85)

• “The storyline is boring, but the [mask] are great.” → Positive (0.70)

• “The [mask] is boring, but the actors are great.” → Negative (0.48)
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LIME

• New training examples for local interpretable model 

• “The storyline is boring, but the actors are great. → Positive (0.76)

• “The storyline is boring, but the actors are [mask]. → Negative (0.35)

• “The storyline is [mask], but the actors are great. → Positive (0.85)

• “The storyline is boring, but the [mask] are great. → Positive (0.70)

• “The [mask] is boring, but the actors are great. → Negative (0.48)

• Train a linear model to approximate the decision boundary 

• Text feature: bag-of-word, TF-IDF, n-gram, …

• The linear weights can be explanations

• great (+2.7), boring (-3.6), but (+0.6), …
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Local Faithfulness

• Train a surrogate model (interpretable model) to locally approximate the 
boundary
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https://medium.com/sherry-ai/23898753bea5



Example
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How about White-Box Models

• LIME is for black-box models

• Can we do better for white-box models?
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Gradient-Based Explanations
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The storyline is boring, but the actors are great. ℒ 𝑦, 𝑓 𝑥

𝜕ℒ 𝑦, 𝑓 𝑥

𝜕𝑥𝑖 2

Gradient Norm (↑)

𝜕ℒ 𝑦, 𝑓 𝑥

𝜕𝑥𝑖

⊤

𝑥𝑖

Gradient Norm x Input (↑)



Leave-One-Out Word Importance
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The storyline is boring, but the actors are great. ℒ 𝑦, 𝑓 𝑥

The storyline is [mask], but the actors are great. ℒ 𝑦, 𝑓 𝑥′

ℒ 𝑦, 𝑓 𝑥′ − ℒ 𝑦, 𝑓 𝑥



Examples
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Attention?
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Experiments

• Correlation between attention-based and gradient-based/leave-one-out
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Experiments
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Permutate Attention Weights
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Adversarial Attention Weights
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Takeaways

• Attention weight is not stable enough to be explanations
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Uniform Attentions

• If attention models are not useful compared to very simple baselines, there 
is no point in using their outcomes for any type of explanations
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Training an Adversary

• Attention distribution is not a primitive

• We need to re-train for adversarial attention weights
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Takeaways

• Is attention good explanations?
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Personal Thoughts
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𝑥1 𝑥2 𝑥3 𝑥4 𝑥5
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