
CSCE 689: Special Topics in Trustworthy NLP

khhuang@tamu.edu

Lecture 10: AI-Generated Text Detection

Kuan-Hao Huang



Literature Review

• Due: Oct 2

• Page limit:  4-5 pages

• The literature review should cover the four suggested papers and at least 
four additional chosen papers related to the assigned topic. 

• The review should include: 

• Problem definition and importance of the topic. 

• Background and relevant context from previous works (with additional 
references, if applicable). 

• A comparative analysis of key methodologies and findings. 

• A critical evaluation of the strengths, limitations, and gaps in the literature. 

• A discussion of open problems and directions for future research. 
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Topic Presentation

• For presenters

• Email your slides to the instructor at least 2 days before your presentation

• For audience

• Provide feedback on your classmates’ presentations

• Bring a pen
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AI-Generated Text Detection
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Is It Human-Written or Machine-Generated?
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Is It Human-Written or Machine-Generated?
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Is It Human-Written or Machine-Generated?
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Grover

• A fake news generator

• A good fake news detector

• GPT-2 architecture
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Model Joint Probability

9



Comparison to Human-Written Articles
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Results
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Takeaways

• One of the earliest studies on detecting machine-generated text

• A fake news generator can effectively detect its own outputs

• Need training data for detection
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Zero-Shot Machine-Generated Text Detection

• Zero-shot machine-generated text detection

• No access to human-written or generated examples

• Soft black-box setting

• We can get the probability of outputs
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Some Simple Detection Methods

• Log-Likelihood log 𝑝(𝑥) 
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Some Simple Detection Methods

• Rank 
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Some Simple Detection Methods

• Log-Rank 
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Perturbation Discrepancy Gap Hypothesis

• Text generator 𝑝𝜃
• Log probability of an example 𝑥 is log 𝑝𝜃 𝑥

• Slightly perturbed example ෤𝑥

• The difference log 𝑝𝜃 𝑥 − log𝑝𝜃 ෤𝑥  

• Should be relatively large when example 𝑥 is machine-generated

• Should be relatively small when example 𝑥 is human-written
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Perturbation Discrepancy Gap Hypothesis

• Perturbation function 𝑞 ⋅ |𝑥

• Perturbation discrepancy
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Perturbation Discrepancy Gap Hypothesis

• Perturbation function 𝑞 ⋅ |𝑥

• Samples from a mask-filling mode (e.g., T5)

• Perturbation discrepancy
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d 𝑥, 𝑝𝜃 , 𝑞 = log 𝑝𝜃 𝑥 − 𝔼 ෤𝑥~𝑞 ⋅ 𝑥 log 𝑝𝜃 𝑥



Algorithm

21



Results
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When Text Generator Is Not Accessible

• Use another generator to compute probability instead
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Problem for DetectGPT
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d 𝑥, 𝑝𝜃 , 𝑞 = log𝑝𝜃 𝑥 − 𝔼 ෤𝑥~𝑞 ⋅ 𝑥 log 𝑝𝜃 𝑥

Time-consuming



Problem for DetectGPT

• This restaurant is extremely good, and I will give it a 5-star.

• This restaurant is impressively good, and I will rate it a 5-star.

• This restaurant is extremely great, and I will give it a 5-score.

• The restaurant is extremely good, and I would give it a 5-star.

• This restaurant is extremely good, and I will give it a 5-star.
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We need to compute the probability for every single perturbed examples



Conditional Probability Function

• This restaurant is [?]

• This restaurant is extremely good, and I will give it a 5-star.

• This restaurant is impressively good, and I will rate it a 5-star.

27



Conditional Probability Function

• This restaurant is extremely [?]

• This restaurant is extremely good, and I will give it a 5-star.

• This restaurant is extremely great, and I will give it a 5-score.
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Conditional Probability Function

• This restaurant is extremely good, and I will give it a 5-[?]

• This restaurant is extremely good, and I will give it a 5-star.

• This restaurant is extremely good, and I will give it a 5-score.
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Conditional Probability Curvature
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Probability curvature proposed by DetectGPT

d 𝑥, 𝑝𝜃 , 𝑞 = log𝑝𝜃 𝑥 − 𝔼 ෤𝑥~𝑞 ⋅ 𝑥 log 𝑝𝜃 𝑥



Algorithm
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• This restaurant is extremely good, and I will give it a 5-star.

• This [?]

• This restaurant [?]

• This restaurant is [?]

• …

White-box: sampled from text generator
Black-box: sampled from an alternative generator



Results for White-Box Setting
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Results for Black-Box Setting
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Speed Improvement
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Detectors Can Be Attacked

• Perturb machine-generated text

• Query-free word replacement

• Query-based word replacement

• Paraphrasing text
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Results
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Watermarking

• Post-detection can be hard

• Add watermark during training/generating

• Watermark should not affect too much to the 
generation quality

• Watermark cannot be too obvious

• Watermark verification needs to be viable

• Watermark cannot be removed easily
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Assumptions

• Add watermark when generating texts

• We have the access to the vocabulary of the model
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Watermarking Example
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How to decide green/red words?



Hash

Text Generation with Hard Red List
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Today is a sunny 

Random
Seed 

Green
List

Red
List

Random
Split 

Sample a word



Text Generation with Hard Red List

• The chance of a random text has a valid watermark

•
1

2

𝑇
 for a length 𝑇 text

• Watermark detection

• Statistic way: one proportion z-test

• If z > threshold → having watermark

• z > 4, the probability of a false positive is 3×10e-5
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Text Generation with Hard Red List

• Generated texts can be not natural for certain cases

• Barack Obama
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Text Generation with Soft Red List
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Hash

Today is a sunny 

Random
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Green
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Red
List
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Sample a word



Text Generation with Soft Red List
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Text Generation with Soft Red List
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Private Watermarking
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Hash

Today is a sunny 

Random
Seed 

Green
List

Red
List

Random
Split 

Sample a word

Replace by 
secret key



Text Generation Quality
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Text Generation Quality
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Watermark Detection Results
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How About Attacks?
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• Perturb machine-generated text

• Query-free word replacement

• Query-based word replacement

• Paraphrasing text



Attacking Results
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How About Attacks?
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• Perturb machine-generated text

• Query-free word replacement

• Query-based word replacement

• Paraphrasing text



Locality-Sensitive Hashing (LSH)
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Sentence Encoder
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• Semantic encoder robust to paraphrasing

• SentenceBERT, SimCSE, etc.



Partition with LSH
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• Each dot is a potential next sentence sampled 
from LM

• LSH partitions the semantic space through 
random hyperplanes

• Divide the semantic space into valid and 
blocked regions by hashing on the previous 
sentence



Generation Overview
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Paraphrase Attack
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Consider Margin for Robustness
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• Sentence encoder is not perfect

• Only accept sentences with distance larger 
than a margin



Results

62
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