
CSCE 689: Special Topics in Trustworthy NLP

khhuang@tamu.edu

Lecture 11: Adversarial Attacks and Jailbreaking

Kuan-Hao Huang



Literature Review

• Due: Oct 2

• Page limit:  4-5 pages

• The literature review should cover the four suggested papers and at least 
four additional chosen papers related to the assigned topic. 

• The review should include: 

• Problem definition and importance of the topic. 

• Background and relevant context from previous works (with additional 
references, if applicable). 

• A comparative analysis of key methodologies and findings. 

• A critical evaluation of the strengths, limitations, and gaps in the literature. 

• A discussion of open problems and directions for future research. 
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Course Project

• Course Project (49%) (a team of 1 or 2 people)

• Project Proposal (5%) [Due: 10/9]

• Project Highlight Presentation (5%) [Due: 10/15]

• Midterm Report (10%) [Due: 11/6]

• Final Presentation (12%) [Due: 12/1]

• Final Report (17%) [Due: 12/9]

• Suggested Topics

• Select an existing problem and developing new ideas around it

• Improve the proposed approach from a published paper

• Benchmark for a specific topic: Implementation, comparison, and findings

• Participate in shared tasks at SemEval, Kaggle, Conferences, etc.
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https://semeval.github.io/SemEval2026/


Course Project

• Sign-up

• https://docs.google.com/spreadsheets/d/1TCDD10n7T20HSqPewfHJcYkUegSZ
KHHZC5LVoTNSXbE/edit?usp=sharing

• The team and the topic can be different from topic study
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https://docs.google.com/spreadsheets/d/1TCDD10n7T20HSqPewfHJcYkUegSZKHHZC5LVoTNSXbE/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1TCDD10n7T20HSqPewfHJcYkUegSZKHHZC5LVoTNSXbE/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1TCDD10n7T20HSqPewfHJcYkUegSZKHHZC5LVoTNSXbE/edit?usp=sharing


Course Project – Proposal

• Due: 10/9

• Page limit: 2 pages (excluding reference)

• Format: ACL style

• The proposal should include

• Introduction to the topic you choose and problem definition

• Related literature and overview of existing progress and challenges

• Proposed solutions, novelty, and expected contributions

• Evaluation metrics

• Planned implementation details, including dataset, models, codebases, etc.

• Expected timeline

4

https://2023.aclweb.org/calls/style_and_formatting/
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NLP Model
Diagnosis System

(Adversarial Attacks)

weakness point 1

weakness point 2

weakness point 3

Fix Model (Defenses)

Adversarial Attacks and Defenses



NLP Models are Vulnerable
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Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Hello! Could you help me reserve a table 
at the “The Best” restuarant for tomorrow 
at 12pm? 

#$^&*^$@!%^*&@%$(*&...

Hello! Could you help me book a table at 
the “The Best” restaurant for tomorrow 
at 12pm? 

#$^&*^$@!%^*&@%$(*&...

I would like to have lunch at “The Best” 
restaurant tomorrow at 12pm. Could 
you help me make a reservation?

#$^&*^$@!%^*&@%$(*&...



NLP Models are Vulnerable
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NLP Models are Vulnerable
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The First Adversarial Example
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Why is it so serious?



Adversarial Examples Brings Big Issues

• You don’t know when your model will fail

• Risky to deploy models to real-world applications

• E.g., self-driving cars

• Dust on camera?
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Stop Sign Moving Forward



Adversarial Attacks

• Develop algorithms to find adversarial examples effectively and efficiently

• Help us to understand the behavior of models
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Jailbreaking
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https://llm-attacks.org/



Adversarial Examples for Text Classification
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Classifier 𝑓𝑥 𝑦

Classifier 𝑓𝑥′ 𝑦′

Small
Change

Target Model

Change has to be 
label-preserving

Label is different

Adversarial Example



Black-Box and White-Box Setting
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Classifier 𝑓𝑥 𝑦

Classifier 𝑓𝑥′ 𝑦′

Small
Change

Target Model



Black-Box and White-Box Setting

• White-box setting

• The attacker has full access to the model, including its architecture, 
parameters, and training data

• Black-box setting

• The attacker has no direct access to the model but can query it and observe 
outputs

• Hard-label black-box: observe labels

• Soft-label black-box: observe probability scores or logit values

• Gray-box setting

• The attacker has partial knowledge of the model

• E.g., its architecture but not its exact parameters
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Untargeted and Targeted Attacks
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Classifier 𝑓𝑥 𝑦

Classifier 𝑓𝑥′ 𝑦′

Small
Change

Label is different



Untargeted and Targeted Attacks

• Untargeted attacks

• 𝑦 ≠ 𝑦′

• Targeted attacks

• Target 𝑦𝑡
• 𝑦 = 𝑦𝑡
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What is A Small Change?
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Classifier 𝑓𝑥 𝑦

Classifier 𝑓𝑥′ 𝑦′

Small
Change

Change has to be 
label-preserving

What is a small 
change?



Define Distance Between 𝑥 And 𝑥′
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Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Hello! Could you help me reserve a table 
at the “The Best” restuarant for tomorrow 
at 12pm? 

Hello! Could you help me book a table at 
the “The Best” restaurant for tomorrow 
at 12pm? 

I would like to have lunch at “The Best” 
restaurant tomorrow at 12pm. Could 
you help me make a reservation?

Edit Distance?

Could → Cou1d me → he

Dictionary?

book → bookedWord Embedding? book → booklet

Sentence Similarity? Parse Tree Analysis?



What is A Small Change?
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Classifier 𝑓𝑥 𝑦

Classifier 𝑓𝑥′ 𝑦′

Small
Change

Change has to be 
label-preserving

What is a small 
change?



How to Defend?

• Detection-Based

• Inference-Based

• Training-Based
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