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Course Project – Midterm Report

• Due: 11/6

• Page limit: 4 pages (excluding reference)

• Format: ACL style

• The report should include

• Introduction to the topic you choose and problem definition

• Related literature and overview of existing progress and challenges

• Proposed solutions, novelty, and expected contributions

• Evaluation metrics

• Planned implementation details, including dataset, models, codebases, etc.

• Current progress (preliminary results, baseline results, etc.)

• Next steps and expected timeline
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https://2023.aclweb.org/calls/style_and_formatting/


Long-Context Language Models

• Language models that can handle very long inputs

• Why we care about this?
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Chain-of-Thought (CoT) Prompting

• Ask the model to explain its reasoning before making an answer
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Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, 2022



Test-Time Scaling
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s1: Simple test-time scaling, 2025



LLMs for Coding

5
https://cursor.com/



LLM Agent History
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MINT: Evaluating LLMs in Multi-turn Interaction with Tools and Language Feedback, 2024



LLMs Context Length

• Llama 2: ~4K tokens

• GPT-4: ~8K tokens

• Llama 3.1: 128K tokens

• GPT-4o: ~128K tokens

• Qwen 2.5: ~128K tokens

• Claude 3.5 Sonnet: ~200K tokens

• GPT-4.1: ~1M tokens

• Gemini 1.5 Pro: ~1M tokens
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LLMs Context Length

• Can we extend the context length during the inference time?

• Positional encoding?

• Understanding ability?
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