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Course Project – Midterm Report

• Due: 11/6

• Page limit: 4 pages (excluding reference)

• Format: ACL style

• The report should include

• Introduction to the topic you choose and problem definition

• Related literature and overview of existing progress and challenges

• Proposed solutions, novelty, and expected contributions

• Evaluation metrics

• Planned implementation details, including dataset, models, codebases, etc.

• Current progress (preliminary results, baseline results, etc.)

• Next steps and expected timeline
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https://2023.aclweb.org/calls/style_and_formatting/


Hallucinations
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What is Hallucination?

• The generation of content that is irrelevant, made-up, or inconsistent with 
the input data
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What is Hallucination?
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https://www.reddit.com/r/ChatGPT/comments/105p6bq/chatgpt_very_happy_to_make_up_references/



What is Hallucination?
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A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, 2023



Hallucination Can Be Serious
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https://www.techfinitive.com/features/chatgpt-plays-doctor-what-happened-when-a-real-nhs-doctor-asked-the-ai-for-medical-advice/



Factuality Hallucination
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https://www.lakera.ai/blog/guide-to-hallucinations-in-large-language-models



Faithfulness Hallucination

8
https://www.lakera.ai/blog/guide-to-hallucinations-in-large-language-models
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