
Generating Sports News from Live Commentary:
A Chinese Dataset for 

Sports Game Summarization

1University of California, Los Angeles
2Tencent

AACL 2020

Kuan-Hao Huang1 Chen Li2 Kai-Wei Chang1



Motivation

• There are a lot of sports games playing everyday
• Manually writing sports news summaries is labor-intensive
• Automated sports game summarization

https://www.espn.com/nba/recap?gameId=401248435
http://sports.sina.com.cn/g/2012-11-04/03226282929.shtml



Generating Sports Summary from Live Commentary

• Live commentary
• Play-by-play records
• Transcripts of commentators

• Generate sports news from live commentary

https://www.espn.com/nba/recap?gameId=401248435
http://sports.sina.com.cn/g/2012-11-04/03226282929.shtml



Current Public Datasets

• Only a few public datasets for sports game summarization1

• Most of them are very small (100~200 games)

1 Jianmin Zhang, Jin-ge Yao, and Xiaojun Wan. Towards constructing sports news from live text commentary. ACL 2016.



SportsSum: Sports Game Summarization Dataset

• A Chinese dataset
• Crawled from Sina Sports Live1

• 5,428 soccer games from 7 leagues
• For each game

• Live commentary
• Sports news article

• Data cleaning
• Remove HTML tags
• Remove unrelated news sentences

• https://github.com/ej0cl6/SportsSum

1 https://match.sports.sina.com.cn

https://github.com/ej0cl6/SportsSum


Data Format for SportsSum

• Live commentary 𝐶 = 𝑡$, 𝑠$, 𝑐$ , 𝑡(, 𝑠(, 𝑐( , … , 𝑡*, 𝑠*, 𝑐*
• 𝑡(: timeline information
• 𝑠(: current scores
• 𝑐(: commentary sentence 

• Sports news article 𝑅 = {𝑟$, 𝑟., … , 𝑟/}
• 𝑟1: news sentence

• Metadata
• Rosters
• Starting lineups
• Player positions



Sports Game Summarization

• Input: live commentary 𝐶 = 𝑡$, 𝑠$, 𝑐$ , 𝑡(, 𝑠(, 𝑐( , … , 𝑡*, 𝑠*, 𝑐*
• Output: sports news article 2𝑅 = {3𝑟$, 3𝑟., … , 3𝑟/}
• Goal:

• 2𝑅 covers most of important events in the sports game
• 2𝑅 is fluent and factually correct



Two-Step Summarization Model

• Consist of a selector and a rewriter
• Selector

• Select important events from commentary
• Classification problem

• Rewriter
• Convert selected events to a news article
• A sentence-level seq2seq model

𝑡$, 𝑠$, 𝑐$
𝑡., 𝑠., 𝑐.
𝑡*, 𝑠*, 𝑐*

…
𝐶

Selector

{𝑐̃$, 𝑐̃., … , 𝑐̃/}

Rewriter

Important
Events

{𝑟$, 𝑟., … , 𝑟/}New Article 2𝑅



Sentence Labeling and Mapping

• Labeling and mapping by timeline information
• Live commentary 𝐶 = 𝑡$, 𝑠$, 𝑐$ , 𝑡(, 𝑠(, 𝑐( , … , 𝑡*, 𝑠*, 𝑐*

• 𝑡(: timeline information
• 𝑠(: current scores
• 𝑐(: commentary sentence 

• Sports news article 𝑅 = {𝑟$, 𝑟., … , 𝑟/}
• 𝑟1: news sentence
• Some news sentences start with “in the n-th minute”

• If a commentary sentence 𝑐( and a news sentence 𝑟1 are mapped
• For selector: 𝑐( à positive label
• For rewriter: 𝑐( à 𝑟1



Name Mismatch Problem for Rewriter

• Simple seq2seq rewriter has the name mismatch problem
• Generate high-frequency player names rather than the correct names



Tem2tem Rewriter

• Train the rewriter in a template-to-template (tem2tem) way
• Replace player names with special tokens



Evaluation

• Similarity between ground truth news 𝑅 and generated news 2𝑅
• ROUGE scores

• Two new scores for factual correctness
• Name matching score (NMS): factual correctness of player names

• Event matching score (EMS): factual correctness of events



Experimental Results

Our Two-Step Model Other Baselines



Conclusion

• SportsSum
• A Chinese sports game summarization dataset 

• Two-step summarization model for SportsSum
• Consist of a selector and a rewriter

• Two new scores for evaluating factual correctness
• Name matching score
• Event matching score



Thank You


