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Paraphrase generation benefits 
many NLP applications
• Question answering
• Chatbots
• Data augmentation
• Robustness

Paraphrase Generation

Human-annotated dataset
• MRPC, PAN, Quora
• High quality but limited scale

Automatically generated dataset
• ParaNMT, ParaBank 1, ParaBank 2 (back-translation)
• Large scale but lack of syntactic diversity

Challenge: Large-Scale High Quality Paraphrase Data

Generate Syntactically Diverse Paraphrases by AMR Back-Translation

Applications

Learning Sentence Embeddings Syntactically Controlled 
Paraphrase Generation

Data Augmentation for 
Few-Shot Learning 

Quantitative Analysis Qualitative Examples

Automatic Scores

Human Evaluation Scores

Abstract Meaning Representations 
(AMR)

•A directed graph capturing the 
abstract meaning of a sentence
•Nodes represent semantic concepts
• Edges represent semantic relations
• Focus (root node) represents main 
assertion of the sentence 

https://github.com/
uclanlp/ParaAMR

ParaAMR


