-

Zero-Shot Cross-Lingual Transfer Learning

-

Connection to Adversarial Perturbations

* Learn a model f from training examples in
source languages

* Apply the model f to testing examples in target
languages

* Challenge: how to transfer knowledge across

different languages

Why Zero-Shot Cross-Lingual Transfer is Possible

o

Pre-trained multilingual language models learn
aligned multilingual representations
E.g., multilingual BERT and XLM-R
* Those words with similar meanings in different
languages have similar representations
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* This multilingual alignment makes zero-shot
cross-lingual transfer become possible

Consider an English-French translation pair
e “thisis a cat” and “Ceci est un chat”

this is a cat

Pre-trained multilingual language model

i Source representation E g,

Representation |
Difference §

||16;]] would be small because | i U, Us U,

i Target representation E, g,
of the multilingual alighment

Pre-trained multilingual language model

Ceci est un chat

When transferring from English to French
It f(Erge) = f(Esre), transfer is successfu
e Otherwise, we have
f(Eegt) = fF(Egre +6) # f(Esre)
where ||5;]] is small

Definition of adversarial perturbations
h(x) = h(x + A) # h(x)
where [|Al] IS small

Improving Zero-Shot Cross-Lingual Transfer Learning via Robust Training
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Zero-Shot Cross-Lingual Transfer on PAWS-X
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Model en de es fr ja ko zh  avg.
mBERT* 940 857 874 &7.0 730 696 77.0 82.0
mBERT (reproduce) 93.7 854 882 878 753 742 79.1 834
mBERT-ADV 9377 865 885 &7.8 76.1 753 804 84.0
mBERT-RS-RP 945 874 90.0 8.5 779 775 820 855
mBERT-RS-DA 935 878 888 888 793 783 381 854
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What Languages are Improved More

Robust Training

-

Learning Better Multilingual Alignment

e Prior studies learn a better multilingual
alignment with additional resources
* Bilingual dictionary
* Parallel sentence pairs

* Better multilingual alignment leads to better
transfer performance

 Can we learn a better model without using
additional resources?
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* Adversarial training

min 2
/ (X, Y)EXsrc
* Randomized smoothing (random perturbation)

min ) P +),9)

(X, Y)EXsrc
 Randomized smoothing (data augmentation)

* The food in this restaurant is pretty good

* The food in the restaurant is very good

 The food in this restaurant is pretty great
* The food in the restaurant is very nice

max L(f(x+6),y)

.

e Use lang2vec to calculate the distance between
anguages

N

Languages with larger
distances to source languages
have larger performance

Improvement
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Transfer for Generalized Setting

* (sentl, sent2) = are paraphrase or not
* Sentl and sent2 are in different languages
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