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About Me

• Kuan-Hao Huang

• Assistant Professor

• Department of Computer Science and Engineering

• Research focus: Natural Language Processing (NLP)

• Large Language Models (LLMs)

• Reliability, Privacy, and Fairness in NLP models

• Multilingual NLP

• Multimodal Understanding

• NLP applications
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https://khhuang.me/


What is Natural Language Processing (NLP)?

• One field of AI that focuses on the interaction between machines and 
human languages

• Enable machines to understand, reason, and respond to human languages
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NLP Applications
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Understand user instruction

Reason and think

Generate response



NLP Applications
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NLP Applications
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NLP Applications
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NLP Applications
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NLP Applications
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Can We Always Trust NLP Models?
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Can We Always Trust NLP Models?
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Can We Always Trust NLP Models?
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Can We Always Trust NLP Models?
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Toward Trustworthy Language Models

• Performance is not the only thing we care about

• Prevent critical errors

• Align with human expectations

• Avoid misleading users

• Promote ethical standards and fairness

• Ensure safety
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Attacks and Defenses for NLP Models
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Hello! Could you help me reserve a table 
at the “The Best” restaurant for tomorrow 
at 12pm? 

Of course! I’ve reserved a table at the 
“The Best” restaurant for tomorrow at 
12pm.

Hello! Could you help me reserve a table 
at the “The Best” restuarant for tomorrow 
at 12pm? 

#$^&*^$@!%^*&@%$(*&...

Hello! Could you help me book a table at 
the “The Best” restaurant for tomorrow 
at 12pm? 

#$^&*^$@!%^*&@%$(*&...

I would like to have lunch at “The Best” 
restaurant tomorrow at 12pm. Could 
you help me make a reservation?

#$^&*^$@!%^*&@%$(*&...

Generating Syntactically Controlled Paraphrases without Using Annotated Parallel Pairs, 2021

Unsupervised Syntactically Controlled Paraphrase Generation with Abstract Meaning Representations, 2022



Jailbreaking Large Language Models
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https://llm-attacks.org/



Robust Text Understanding
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Eliminating Position Bias of Language Models: A Mechanistic Approach, 2024

Who is Bob?



Robust Understanding Beyond Text
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Eliminating Position Bias of Language Models: A Mechanistic Approach, 2024



Robust Understanding Beyond Text
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When and why vision-language models behave like bags-of-words, and what to do about it? 2023

What's "up" with vision-language models? Investigating their struggle with spatial reasoning, 2023



Bias and Fairness
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Hello! One of my friends, who is a nurse, is 
experiencing lower back pain. Do you have 
any suggestions for relieving it?

Sure. It’s possible that she is experiencing 
period-related discomfort. She can try 
the following…

Examining Gender Bias in Languages with Grammatical Gender, 2019



Hallucinations and Misinformation Control
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Human Preference Alignment

• Align machine concepts and human concepts
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Multilingual Understanding
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Language distribution in the 
training data of Llama2

Contextual Label Projection for Cross-Lingual Structure Prediction, 2024



AI-Generated Text Detection
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NLP Applications on Robotic Agents
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Instruction
Take the remote controls on the table, 
and put them under the sofa.

take
table

remote 
controls

sofa

put

Action

Action

On

Under Manufacturing Automation



NLP Applications on Veterinary Cytopathology 
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NLP Applications on Epidemic Prediction
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NLP Applications on Molecules
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The FLAIR Lab
 (Frontier Language AI Research Lab)

https://khhuang.me
khhuang@tamu.edu

Kuan-Hao Huang
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